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Abstract

Identification of the language of performance of songs is important for applications such as personalized recommendations, discovery, and search. In this paper, we present an automated multimodal approach to identify the singing language of songs that scales to millions of songs. The proposed model uses a variety of song-level features, including a consumption embedding derived from sessions listening data from a music streaming service, segment-level vocals embedding computed from the vocal track of a song, and generic timbral features. Our experimental results show that our approach outperforms benchmark models in the signing-language identification task, and demonstrates the benefit of the multimodal approach through an ablation study. In addition, we present a data augmentation technique to increase the robustness of the model to missing data modalities.
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1. Introduction

Music streaming services provide a global and diverse user base with access to vast catalogs of several million songs. To create a truly personalized customer experience it is important to accommodate specific use cases such as satisfying the language preferences of users through browsing, discovery, and search. High-quality language metadata for songs is usually not readily available for large portions of music catalogs, while manual curation efforts do not scale up to support a personalized listening experience. Similarly, whereas singing language could be inferred from the text of the lyrics, lyrics files are not easily sourced for large catalogs.

There is a large corpus of research [1, 2, 3, 4] and online services\(^1\) that address the problem of language detection. However, these models are trained on spoken speech and human dialog, thus they have lower accuracy when applied to singing speech and human dialog. Since under several production settings consumption embedding data might not be available (e.g., new releases, long tail of a catalog, or an external-facing service API), we propose a simple but effective data-augmentation technique to increase the robustness of the multimodal model to missing consumption embeddings. We present experiments on a dataset comprising music in 10 different languages that demonstrate the validity of our approach and the usefulness of the multimodal approach.

We discuss related work in Section 2, introduce the approach and features in Section 3, and present the dataset and experiments in Section 4.

2. Related Work

Singing can be considered as a special form of speech (i.e., the musical aspect of voice with some portion of non-lexical vocables). Therefore, similar to a development of the spoken language identification models [6, 7], various acoustic features and machine learning classifiers have been extensively used in the singing language identification models [8, 9]. Experimental results have shown that the classification of singing voices can be done more robustly when separating the singing signals of a song from the background using vocals source separation models [5, 10, 11]. By extracting the vocals sound, a pre-trained spoken language model, which was trained on various speakers and diverse languages data, can be leveraged and customized for a downstream task such as language detection [3, 12]. A popular pre-trained spoken language model consists of a X-vector deep learning model [13] which maps sequences of speech signals to fixed-length embeddings, where the embeddings corresponding to the same language cluster together [3, 12, 14]. Although these pre-trained models have achieved promising results in speech recognition tasks, their performance for the identification of singing language is still left to be explored.

More recently, multimodal approaches have been explored for singing language identification. For example, [15] uses multiple audio-based low-level features, [16] uses a combination of low level generic song features and simple metadata fields (such as album title and artist name), and [17] uses a combination of low level audio features and visual features to detect the language of music videos. [18] explores a combination of non-audio metadata features, including song and album titles, regional popularity, and a song-embedding derived from playlists. Compared to related work on multimodal approaches, the novelty of our approach is that we use a richer audio representation by introducing vocals embeddings computed from individual voiced segments of songs, and combine them with a high level representation of timbral content (Section 3.1.3) as well as consumption-based song embeddings (Section 3.1.1). Our results confirm the finding of [18] in regards to the predictive strength of consumption based embeddings. However, we also demonstrate that carefully designed audio and vocals features achieve near optimal performance, with a non-negligible contribution over consumption features (see results in Section 4.3.1). In addition, we also propose a simple but effective data augmentation approach to increase the robustness of a multimodal model to missing consumption embeddings.

\(^1\)For Amazon AWS Transcribe or Google Cloud Translate.
3. Approach

We formulate signing language identification as a supervised multi-class classification problem where each class corresponds to a language (e.g., English, Italian, Tamil, etc.). Each song is represented by a set of multimodal features $X = \{x_1, \ldots, x_n\}$, representing $m$ different modalities, such as those described in Section 3.1, and is associated with a language class $y \in [1, \ldots, L]$, where $L$ is the number of classes. For songs with multiple languages, we simplify the problem to the identification of the dominant language. The goal of the model is to infer the language of unseen songs.

For this purpose, we train a statistical model to capture the relationship between a song’s features and class membership, from a dataset of annotated songs $D = \{\{X_d, y_d\}_{d=1}^N\}$ where $N$ is the size of the dataset. We assume the model is a neural network with a softmax output layer, that predicts a vector of posterior probabilities for each class $y_k = P(y_k|X)$ on the probability simplex.

We present the multimodal features in Section 3.1, and the multimodal model in Section 3.2.

3.1. Song Features

3.1.1. Consumption song embedding

We built the consumption song embeddings as follows. First, from historical user playback data we generate track pairs that are listened in the same session, counting both pair frequency and marginal frequencies. We filter out pairs based on a minimum number of sessions and distinct customers. We then use a statistical test to generate scores on the similarity strength of each pair [19], keep the top-k similarities for each track, and further remove hubness [20] and popularity bias. Finally, to learn track-level embeddings $v_i$, we define affinity between two tracks as the dot product of their embeddings. We then optimize, using stochastic gradient descent, a weighted cross-entropy between a track source and its top-k similar tracks, of the form $\sum_{i,j} s_{i,j} \log softmax_{i,j} \exp v_i^T v_j$ using negative sampling [21], where $s_{i,j}$ is an increasing function of the similarity strength of the pair $(i, j)$. The several hyper-parameters of the approach are optimized based on a track ranking task on a held-out validation test of track pairs.

3.1.2. Segment-level vocals embedding

We represent the vocals of a song as a segment-level vocals embedding by the following steps: (1) vocals separation from instrumentation, (2) silence removal (i.e., we only retain segments with vocals), and (3) embedding over a language space.

For vocals separation we use Spleeter [11], which consists of a pre-trained neural network based on a 12-layer U-nets (encoder/decoder CNN) architecture. Spleeter achieved state-of-the-art performance on a music source separation task on the musdb18 dataset [22], showing consistent performance across a variety of music genres. From the automatically separated vocal track we split it into contiguous intervals of vocals by removing silence intervals, marking as silence those frames below a dB threshold. Removing portions without vocals reduces the computation load in the following step, while using multiple segments increases the robustness of the representation. Finally, for each vocals segment we extract a vocals embedding using a pre-trained spoken language embedding model [3] based on the s-vector model [23], and trained on the VoxLingua107 dataset which includes 107 different languages. Note that we obtain a vocals embedding for each of the segments of a song. The spoken language model covers a significantly larger number of languages than those included in our dataset, which intuitively helps increase robustness of end-to-end classifier to false positives from languages not included in the music dataset presented in Section 4.1.

3.1.3. Generic timbral features of a song

To represent the timbral content of a song, we use a pooled audio codebook histogram [24, 25], that consists of: (1) low-level audio feature extraction, (2) audio codebook construction, and (3) temporal pooling.

We first represent the acoustic content of a song with Mel-frequency spectral features over half-overlapping windows. We then use a principal component analysis (PCA) transformation to project the spectral features onto the top $P$ principal components to retain 95% of variance (we train the PCA model on an unlabeled corpus of songs). To these, we append first and second instantaneous derivatives, which results in a sequence of 3P-dimensional low-level audio features, $(\phi_t \in \mathbb{R}^{3P})_{t=1}^T$, where $T$ is the number of windows. Next, we encode the low-level audio features using an audio codebook of Gaussian codebooks, following the approach of [24]. We build the codebook from the unlabeled corpus of songs, using expectation-maximization [26] to learn a Gaussian Mixture Model (GMM) on the Mel-PCA features. We encode each song as a sequence of audio codebook histograms by mapping each of the audio feature vector to a vector of posterior probabilities of the GMM components. Finally, we use temporal pooling to summarize the sequence of histograms of a song over its entire duration [27]. This has the advantage of transforming variable length sequences of features to compact fixed-length feature vectors, which are invariant to shifts in time and robust to noise. In particular, we concatenate max- and mean-pooling, to capture both average and locally prominent codewords.

\footnote{We adjusted this threshold in a preliminary experiment based on a qualitative assessment of the silence removal.}
Table 1: Average and per-language performance of variants of our model using different subsets of music features, and spoken language baselines. We report mean average precision (mAP) and annotation precision (P), recall (R) and F1-score (F).

<table>
<thead>
<tr>
<th>Language</th>
<th>Timbral</th>
<th>Vocals</th>
<th>Consumption</th>
<th>Audio</th>
<th>Multimodal (Ours)</th>
<th>VoxLingua</th>
<th>CommonLanguage</th>
</tr>
</thead>
<tbody>
<tr>
<td>de</td>
<td>0.575</td>
<td>0.473</td>
<td>0.372</td>
<td>0.744</td>
<td>0.754</td>
<td>0.760</td>
<td>0.772</td>
</tr>
<tr>
<td>en</td>
<td>0.597</td>
<td>0.527</td>
<td>0.356</td>
<td>0.813</td>
<td>0.807</td>
<td>0.819</td>
<td>0.825</td>
</tr>
<tr>
<td>es</td>
<td>0.560</td>
<td>0.464</td>
<td>0.378</td>
<td>0.768</td>
<td>0.781</td>
<td>0.796</td>
<td>0.804</td>
</tr>
<tr>
<td>fr</td>
<td>0.546</td>
<td>0.451</td>
<td>0.404</td>
<td>0.816</td>
<td>0.816</td>
<td>0.823</td>
<td>0.829</td>
</tr>
<tr>
<td>it</td>
<td>0.511</td>
<td>0.506</td>
<td>0.401</td>
<td>0.786</td>
<td>0.803</td>
<td>0.813</td>
<td>0.822</td>
</tr>
<tr>
<td>ja</td>
<td>0.776</td>
<td>0.608</td>
<td>0.601</td>
<td>0.764</td>
<td>0.792</td>
<td>0.811</td>
<td>0.825</td>
</tr>
<tr>
<td>ko</td>
<td>0.490</td>
<td>0.682</td>
<td>0.420</td>
<td>0.841</td>
<td>0.817</td>
<td>0.831</td>
<td>0.849</td>
</tr>
<tr>
<td>ru</td>
<td>0.575</td>
<td>0.570</td>
<td>0.866</td>
<td>0.849</td>
<td>0.867</td>
<td>0.888</td>
<td>0.891</td>
</tr>
<tr>
<td>zh</td>
<td>0.705</td>
<td>0.704</td>
<td>0.802</td>
<td>0.812</td>
<td>0.822</td>
<td>0.834</td>
<td>0.844</td>
</tr>
</tbody>
</table>

3.2. Multimodal Strategy

We present the block diagram of our multimodal approach in Figure 1. We first extract the various features from the audio signal and the consumption data, and then classify these features with a multi-class language prediction model. In this paper we adopted the 1DResNet architecture [28] that consists in stacking tree residual blocks, followed by a global average pooling layer and a softmax layer. This architecture performed best against alternatives based on preliminary experiments, and we do not report the results for competing architectures here for brevity. When using the segment-level vocals embedding (extracted on individual segments as discussed in Section 3.1.2), at training time we fan out both all other features and language labels at the segment level, and at inference time we compute song-level predictions by combining the segment level predictions, which is a weighted sum of the segment-level prediction scores based on the duration of each segment.

In our production settings the features based on the audio signals are always available, however the consumption embeddings might be missing. To build robustness to this we experimented with a data augmentation technique where we introduced a replica of each example in the training set but dropped the consumption embedding. Our goal is that when consumption features are missing this model falls back to the classification quality of the audio-level model, which would allow maintaining a single model in a production system.

4. Experiments

4.1. Singing language dataset

We conduct an experiment using an internal music language dataset. After the feature extraction, the dataset consists of 54,170 feature vectors (one per song) covering 10 different target languages: English (en), Hindi (hi), Spanish (es), German (de), Tamil (ta), Telugu (te), Japanese (ja), Punjabi (pa), Italian (it), and French (fr). From the dataset, we observed 25,874 unique artists and 529 unique genre labels. The dataset is sufficiently balanced across the languages (5,000-7,000 songs per language), and each song has a single language label. To increase the model robustness to additional languages that might be encountered in a production setting outside the 10 target languages, we also include a label “other languages” (ot) and sample 7,000 such songs. We split the dataset with a ratio of 70/15/15 between training, validation, and test set. Because a simple random allocation might favor models that memorize an artist’s voice, we decided to split the dataset at the artist-level instead of at the track-level. This approach also limits potential information leakage between training, validation and test set (i.e., the consumption embeddings of songs by the same artist are generally closer to each other).

4.2. Models investigated

As a baseline, we compare the proposed model with two state-of-the-art spoken language recognition models – VoxLingua [3] and CommonLanguage [12] (hi, pa, and te are not supported in CommonLanguage). VoxLingua and CommonLanguage cover 107 and 45 languages, respectively. For both models, we used the implemented through SpeechBrain’s speech toolkit [29], but we analyzed the automatically extracted vocals, instead of the songs, since it provided better performance. We also include four variants of our model that use a different subset of the multimodal features (see Table 1) presented in Section 3.1. In particular, we consider each feature alone, namely Timbral, Vocals, and Consumption, the combination of timbral and vocals features (Audio), and all the features together (Multimodal).

For training the proposed model, we use mini-batch SGD [30] with a mini-batch size of 64 over 50 epochs, and use adam [31] with a learning rate of 0.001. To combat over-fitting, we include an L2 regularization with a weight decay parameter of 0.001 and incrementally reduce the learning rates across epochs by monitoring a validation loss. We conducted an extensive search for all other hyper-parameter (including the number of channels in the 1DResent model, training optimizer, batch size, classifiers, etc.). Note that we also experimented with different classifiers (e.g., including multi layer perceptrons, CNNs or RNNs), standard low-level audio features as in [16] (e.g., Mel-spectrogram in lieu of the codebook encoding presented in Section 3.1.3), and loss functions, but for brevity we only report results for the best performing architecture.

4.3. Results

4.3.1. Evaluation of the multimodal approach

In Table 1 we report performance for the variants of our model using a different combination of features, in terms of mAP and classification precision (P), recall (R), and F1-score (F).3

First, we see that the vocals embedding outperforms the generic timbral features, with a mAP of 0.622 and 0.920, respectively (and on each individual language as well). Intuitively, by focusing only on vocals after eliminating other confounding sounds, these features provide a stronger signal for

3For language i we rank the order of all tracks based on \( P(y_i | X) \) and compute the mAP as the area under the P-R curve. The mAP has the advantage that it provides a summary of a model quality independently of a specific P-R trade-off point. For P, R and F, for each language i we tune a language acceptance threshold \( \gamma_i \) to determine whether the class membership probability \( P(y_i | X) \) is high enough to apply the language label, to optimize the F1 score on a validation set.
In this section we discuss robustness to missing consumption embeddings. This is a realistic scenario for a production system, where for example consumption embeddings may not be available for new recordings, or for the long tail of a catalog. Our goal is to build robustness directly into the multimodal model in such a way that its performance falls back to that of an audio-only model (Audio) when the consumption data is missing.

In order to simulate this scenario, we run experiments where we drop the consumption embeddings from the test set. As a baseline, we first evaluate the mAP on this test set using the multimodal model trained on the full multimodal data, but then in the test set replacing the consumption features with default values of a vector of zeros (Z), or the average embedding (A). From the results in Table 2 (column "Baseline") we see that the mAP of the best performed model (Z) drops to 0.620, which is substantially lower than that for the audio-only model (with an mAP score of 0.949 as reported in Table 1). This suggests that the multimodal model trained on completed multimodal data is not robust to handling missing data modalities.

To increase robustness to missing consumption embeddings, we adopt a simple data augmentation procedure: for each track in the training set we also use a replica where we drop the consumption embeddings and replace them with a default fallback value. In Table 2 we report performance for different options for the fallback value: a vector of zeros (Z), the element-wise average of the consumption embeddings in the training set (A). We also test a variant where at training time we add Gaussian noise to each of the fallback vectors (+G). We see that using the average performs the best across the options we evaluated, with an mAP of 0.940 which is comparable to the performance of the audio-only model (with the advantage that it enables keeping a single model in production).

Note that we could use a similar data augmentation approach to build robustness to missing audio features. However, we do not expand on that here since in our production settings we always have access to the audio of a song.

5. Conclusion

We proposed a multimodal strategy for the identification of singing language based on a variety of music-related features. Our solution effectively predicts a singing language of a song, and the variants of the proposed model demonstrate the benefit of the multimodal approach across all languages. Furthermore, we presented a simple yet effective data-augmentation technique to increase robustness to missing consumption features.

### Table 2: mAP for the multimodal model on a test set where we dropped the consumption features, without data augmentation (Baseline) and with data augmentation training.

<table>
<thead>
<tr>
<th>Language</th>
<th>Baseline</th>
<th>Data augmentation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Z</td>
<td>A</td>
<td>Z+G</td>
</tr>
<tr>
<td>de</td>
<td>0.775</td>
<td>0.961</td>
</tr>
<tr>
<td>en</td>
<td>0.393</td>
<td>0.885</td>
</tr>
<tr>
<td>es</td>
<td>0.677</td>
<td>0.934</td>
</tr>
<tr>
<td>fr</td>
<td>0.876</td>
<td>0.966</td>
</tr>
<tr>
<td>hi</td>
<td>0.333</td>
<td>0.854</td>
</tr>
<tr>
<td>it</td>
<td>0.646</td>
<td>0.925</td>
</tr>
<tr>
<td>ja</td>
<td>0.442</td>
<td>0.917</td>
</tr>
<tr>
<td>pa</td>
<td>0.856</td>
<td>0.922</td>
</tr>
<tr>
<td>ta</td>
<td>0.530</td>
<td>0.899</td>
</tr>
<tr>
<td>te</td>
<td>0.669</td>
<td>0.849</td>
</tr>
</tbody>
</table>

Avg: 0.949 0.930
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