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Abstract

Large-scale speech self-supervised learning (SSL) has emerged as an important field in speech processing recently due to its powerful performance and versatility. Large amount of speech-only data can be utilized for pre-training, and even only small amount of paired data is adequate to fine-tune the model with great performance [1]. HuBERT [2] and wav2vec 2.0 [3] both record word error rate (WER) of 1.8%, which was the state-of-the-art performance on the clean LibriSpeech [4] benchmark. Not limited to the task of automatic speech recognition (ASR), speech SSL model can be expanded into various speech-related tasks by fine-tuning on a specific mainstream task such as automatic speaker verification (ASV) or keyword spotting (KS) [5, 6].

Despite its powerful performance and versatility, the main drawback of such wide and deep models is difficulty in usage due to its vast size. The limitation of computational resource and time-consuming training caused by numerous parameters make speech SSL model usage burdensome. According to the authors of [3], they used total 128 V100 GPUs to pre-train wav2vec 2.0 LARGE for 2.3 days, which is mostly unavailable to academia. These large-scale models require more memory and time at inference following high computational overhead during fine-tuning.

Knowledge distillation is a model compression technique which can be a possible solution for the above issue. The knowledge from the cumbersome teacher model can be transferred to the student model by learning teacher’s representation. In [7], knowledge distillation is applied to BERT [8], one of the most prominent language representation model, by reducing the number of Transformer [9] layers and initializing with pre-trained BERT. On the other hand, FitNets [10] suggests thinner and deeper student than the teacher, matching not only the final outputs but also the intermediate representations as hints. Authors in [11] make the student model imitate the relationship between features from two distinct layers by minimizing the corresponding distance of flow of solution procedure (FSP) matrices.

Meanwhile, in the field of speech SSL, few studies have been conducted using knowledge distillation techniques. DistilHuBERT [12] compresses 12 Transformer layers down to 2 by employing 3 distinct prediction heads. In [13], authors attempt to reduce the Transformer layers of wav2vec 2.0 [3] by introducing both KL-divergence and mean squared error (MSE) losses. However, the main disadvantage of these two approaches is performance degradation of linguistic pattern recognition tasks such as ASR or phoneme recognition (PR).

Accordingly, we propose a novel approach to student model design and distillation scheme, FitHuBERT, which can be applied to any Transformer-based speech SSL model. In FitHuBERT, we design a model thinner and deeper compared to prior speech SSL distillation works. A CNN feature extractor is designed in a channel-increasing manner with pointwise convolution. For Transformer layers, dimensions of the self-attention and the inner-layer of feed-forward network (FFN) are reduced by 37.5% and 84.3%, respectively. By using hint-based distillation and layer-wise prediction heads, FitHuBERT can be guided during the distillation for all Transformer layers. Furthermore, a trainable time-reduction layer is introduced to attain faster inference. We reduce the parameters of the model to 23.8% and make the inference speed 2.8 times faster compared to the teacher model, HuBERT. Also, performance of PR and ASR are relatively improved by 18.1% and 9.6% compared to DistilHuBERT respectively on the SUPERB benchmark [14].

While developing our method, a concurrent work [15] with a similar goal proposes a two-stage distillation strategy, making use of pre-training distillation and large-sized Transformer supernet with neural architecture search. Our approach, in contrast, explores a simple strategy of applying knowledge distillation directly to the pre-trained teacher model, having significantly lower training cost and simpler distillation strategy.

1. Introduction

Large-scale speech self-supervised learning (SSL) has emerged as an important field in speech processing recently due to its powerful performance and versatility. Large amount of speech-only data can be utilized for pre-training, and even only small amount of paired data is adequate to fine-tune the model with great performance [1]. HuBERT [2] and wav2vec 2.0 [3] both record word error rate (WER) of 1.8%, which was the state-of-the-art performance on the clean LibriSpeech [4] benchmark. Not limited to the task of automatic speech recognition (ASR), speech SSL model can be expanded into various speech-related tasks by fine-tuning on a specific mainstream task such as automatic speaker verification (ASV) or keyword spotting (KS) [5, 6].

While developing our method, a concurrent work [15] with a similar goal proposes a two-stage distillation strategy, making use of pre-training distillation and large-sized Transformer supernet with neural architecture search. Our approach, in contrast, explores a simple strategy of applying knowledge distillation directly to the pre-trained teacher model, having significantly lower training cost and simpler distillation strategy.

2. Preliminaries

2.1. Speech SSL models

In this paper, we propose a novel approach based on HuBERT [2] and wav2vec 2.0 [3], huge speech SSL models which achieved the state-of-the-art (SOTA) performance. They are commonly composed of 7-layer CNN feature extractor with fixed number of channels, CNN-based positional embedding, and 12 consecutive Transformer layers for BASE, and 24 for LARGE. The main difference between HuBERT and wav2vec 2.0 is in the...
pre-training stage where HuBERT separates the acoustic unit discovery step from the representation learning of masked prediction [2]. Evaluated on the SUPERB [14] benchmark, HuBERT and wav2vec 2.0 topped all 10 benchmarks including ASR and PR. Nonetheless, BASE models of HuBERT and wav2vec 2.0 have almost 100 millions of parameters, making them difficult to fine-tune and handle the inference time. For these reasons, HuBERT and wav2vec 2.0 have been challenging to utilize in academia or individual researcher.

2.2. SUPERB
To verify the effectiveness of our distillation approach, we evaluate on the SUPERB benchmark [14], which consists of 10 different downstream tasks. SUPERB is a benchmark for speech SSL that aims wide use of speech representation in multiple speech-related tasks with minimal architecture changes and labeled data [14]. Pre-trained speech SSL model is fine-tuned on SUPERB downstream tasks by adding trainable lightweight layers on top while parameters of speech SSL model are frozen. 10 tasks included in SUPERB are PR, ASR, KS, ASV, query by example spoken term detection (QbE), speaker identification (SID), slot filling (SF) and emotion recognition (ER).

3. Methods
In this section, we tackle the issues about the prior speech SSL distillation approaches, and demonstrate FitHuBERT. The overall structure is depicted on Figure 1.

3.1. Model design
Maintaining Transformer layers Main drawback of the prior works is the performance degradation of linguistic pattern recognition tasks such as ASR and PR compared to other tasks. For example, relative PR performance drop of DistilHuBERT [12] is about 200% compares to the teacher. Since the compression is done by reducing Transformer layers, depth of the student may not be enough to recognize various speech patterns. This idea is supported by [17] which claims thinner and deeper Transformer is better in ASR performance than wider yet shallower one.

To make thin Transformers, the dimensions of both self-attention and inner-layer of FFN in Transformer are reduced to have the same. This aims to eliminate the bottleneck structure of FFN in Transformer, as argued in [18]. Especially for short inputs, authors in [18] verifies that the computational cost of FFN occupies quite a large portion in Transformer. With 50Hz downsampling and self-attention dimension of 768 in HuBERT BASE [2] and wav2vec 2.0 BASE [3], about 15 seconds of speech also can be considered as a short input. Therefore, assuming that the model processes short speech, there is no need to use too many parameters for maintaining the bottleneck structure.

Channel-increasing CNNs Another problem is that the architecture of speech SSL does not consider the characteristics of CNN in speech field. In speech, CNN is utilized to aggregate the speech features through time axis. Many ASR studies exploit channel-increasing CNN for downsampling Mel-spectrogram, which implies that the large number of channels at the lower layers in the CNN is unnecessary [19, 20, 21]. This is analogous to the computer vision domain where the interchange in resolution and channel leads to more specialized CNN filters at the deeper parts in CNN [22].

Considering this characteristics in the aspect of model compression, we suggest to reduce the number of channels in CNN at the lower layers. In FitHuBERT, the channels of first CNN layer is reduced by factor of 4 compared to the teacher. The channels get doubled whenever the kernel of convolution filter is decreased so that the final channels become equal to the teacher. Furthermore, two pointwise convolutions are added before the channels get doubled.

Figure 1: The overall structure of FitHuBERT. It has a thin architecture in both CNNs and Transformers. The depth of Transformer layers is maintained as the same with HuBERT. Knowledge distillation is assisted with hints coming from the each layers of the teacher. Prediction heads solve the dimension mismatch between teacher and student. For fine-tuning, the prediction head at the only last layer is remained and utilized to downstream tasks.
3.2. Hint-based knowledge distillation

Since FitHuBERT is smaller in dimension, it is more prone to unstable training or overfitting. In addition, some studies have claimed that speech SSL models encode various acoustic and linguistic properties in specific Transformer layers [23, 24]. Therefore, to transfer the knowledge from the teacher stably, distillation should be performed on every layer of the teacher, not only the last layer. Distillations at the intermediate layers work as hints to guide the teacher’s final representation, and provide more knowledge about the teacher’s intermediate process [10].

The most intuitive way to implement this is to design the student with the same number of layers as the teacher, so that knowledge distillation can be done layer-to-layer. For each Transformer layer, we attach a layer-wise prediction head to the output, where each head is composed of a temporal deconvolution layer [25] and a fully connected (FC) layer. While training, these 12 distinct heads also have the role of matching the time length and self-attention dimension between the teacher and student. Time length mismatch is caused by the time-reduction layer which will be presented in the next subsection. After distillation, prediction head on the last layer is only remained and used in the fine-tuning stage.

We use simple MSE loss to train the student by matching the representation of every layer in the teacher and student. The loss function for hint-based knowledge distillation is as follows:

\[ \mathcal{L}_{\text{hint}} = \sum_{l=1}^{N-1} \text{MSE}(h_{T}^{(l)}, h_{S}^{(l)}), \]  

\[ \mathcal{L}_{\text{KD}} = \mathcal{L}_{\text{feat}} + \lambda \mathcal{L}_{\text{hint}}, \]  

where \(h_T\) and \(h_S\) denote the Transformer layer representations of the teacher and student, respectively. \(N\) denotes the number of Transformer layers in the model. \(f\) represents the mapping function for the prediction head in each layer, which transforms the shape of representation. \(\lambda\) is selected by constant less than 1 in order to focus more on the last layer and avoid over constraints for distillation.

3.3. Time-reduction layer

Maintaining the number of Transformer layers does not have a significant benefit in terms of inference time compared to the teacher model. To tackle this issue, a trainable time-reduction layer consisting of simple temporal convolution is adopted [26, 27] right before the Transformer layers. Note that the self-attention module of each Transformer layer has \(O(N^2)\) complexity where \(N\) is the time length of the input [9]. The input sequence length can be shrunk to \(N/k\) along the time axis depending on the time-reduction ratio \(k\), the stride of the time-reduction layer. Consequently, the computational complexity of self-attention reduces to a factor of \(1/k^2\), making the inference of Transformer through all layers faster as well.

4. Experiments

4.1. Implementation details

BASE model of HuBERT [2] and wav2vec 2.0 [3] are the teacher model of FitHuBERT and FitW2V2 which have 7-layer CNNs with 12-layer Transformers in common. Meanwhile, our student models have 9-layer CNNs with channel-increasing manner, and 12-layer Transformers with reduced dimensions of self-attention and inner-layer FFN. For CNN layers, our models have channels of (128, 256, 256, 256, 256, 256, 512, 512, 512) with kernels of (10, 1, 3, 3, 1, 2, 2, 2) and strides of (5, 2, 2, 2, 2, 1, 2, 2). For all Transformers, the dimensions of self-attention and inner-layer FFN is reduced to the same 480. Time-reduction ratio \(k\) is set to 2.

Knowledge distillation is implemented with pytorch-lightning [28] and fairseq [29]. We exploit 100 hours of clean LibriSpeech dataset [4] for 100 epochs, and 960 hours of whole LibriSpeech for 80 epochs, which is represented as a suffix of -100 and -960, respectively. A simple MSE loss is utilized for hint-based distillation with Adam optimizer and weight decay [30]. Optimizer is set to learning rate of \(5 \times 10^{-4}\), warm-up proportion of 0.05, \(\beta\) chosen from [0.9, 0.98]. Epsilon and weight decay are all \(1 \times 10^{-6}\). FitHuBERT-960 and FitHuBERT-100 are trained with 2 NVIDIA 3080 Ti GPUs for 3.9 days and 0.5 days, respectively. Batch size per GPU is 3 with 4 gradient accumulations. \(\lambda\) in Eq. (3) is set to 0.1 to alleviate overly constrained distillation.

<table>
<thead>
<tr>
<th>Models</th>
<th># param</th>
<th>Inf. time sec</th>
<th>PR</th>
<th>ASR</th>
<th>KS</th>
<th>QNE</th>
<th>SI</th>
<th>IC</th>
<th>ASV</th>
<th>SD</th>
<th>SID</th>
<th>ER</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline [14]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FBANK</td>
<td>0</td>
<td>0</td>
<td>82.01</td>
<td>23.18</td>
<td>8.63</td>
<td>0.0088</td>
<td>69.64/52.94</td>
<td>9.1</td>
<td>9.56</td>
<td>10.55</td>
<td>85.54</td>
<td>35.39</td>
</tr>
<tr>
<td>TERA [16]</td>
<td>21.33</td>
<td>275.26</td>
<td>49.17</td>
<td>18.17</td>
<td>89.48</td>
<td>0.0013</td>
<td>67.50/54.17</td>
<td>58.42</td>
<td>15.89</td>
<td>9.60</td>
<td>51.51</td>
<td>56.27</td>
</tr>
<tr>
<td>HuBERT BASE</td>
<td>94.68</td>
<td>493.72</td>
<td>5.41</td>
<td>6.42</td>
<td>96.30</td>
<td>0.0736</td>
<td>88.53/25.20</td>
<td>98.34</td>
<td>5.11</td>
<td>5.88</td>
<td>81.42</td>
<td>64.92</td>
</tr>
<tr>
<td>wav2vec 2.0 BASE</td>
<td>95.04</td>
<td>490.49</td>
<td>5.74</td>
<td>6.43</td>
<td>96.23</td>
<td>0.0233</td>
<td>88.90/24.77</td>
<td>92.35</td>
<td>6.02</td>
<td>6.08</td>
<td>75.18</td>
<td>63.43</td>
</tr>
<tr>
<td><strong>960h Distillation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DistilHuBERT [12]</td>
<td>23.49</td>
<td>251.80</td>
<td>16.27</td>
<td>13.37</td>
<td>95.98</td>
<td>0.0511</td>
<td>82.57/35.59</td>
<td>94.99</td>
<td>8.55</td>
<td>6.19</td>
<td>73.54</td>
<td>63.02</td>
</tr>
<tr>
<td>FitW2V2-960 (ours)</td>
<td>22.49</td>
<td>174.84</td>
<td>13.32</td>
<td>12.09</td>
<td>96.27</td>
<td>0.0489</td>
<td>84.06/32.46</td>
<td>91.25</td>
<td>6.02</td>
<td>6.08</td>
<td>75.18</td>
<td>63.43</td>
</tr>
<tr>
<td>FitW2V2-100 (ours)</td>
<td>22.49</td>
<td>176.82</td>
<td>12.22</td>
<td>11.44</td>
<td>96.04</td>
<td>0.0475</td>
<td>86.65/29.40</td>
<td>93.38</td>
<td>6.65</td>
<td>6.44</td>
<td>74.17</td>
<td>62.35</td>
</tr>
<tr>
<td><strong>100h Distillation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FitHuBERT-100 (ours)</td>
<td>22.49</td>
<td>174.84</td>
<td>14.05</td>
<td>12.66</td>
<td>96.23</td>
<td>0.0579</td>
<td>83.41/34.00</td>
<td>94.20</td>
<td>7.88</td>
<td>7.19</td>
<td>54.24</td>
<td>61.67</td>
</tr>
<tr>
<td>FitW2V2-100 (ours)</td>
<td>22.49</td>
<td>174.84</td>
<td>16.50</td>
<td>14.77</td>
<td>94.68</td>
<td>0.0380</td>
<td>81.95/34.74</td>
<td>90.03</td>
<td>7.43</td>
<td>6.94</td>
<td>51.65</td>
<td>62.87</td>
</tr>
</tbody>
</table>
For fine-tuning, we follow the default fine-tuning settings of SUPERB [14] benchmark for all 10 downstream tasks with a single NVIDIA 3080 Ti GPU. Exceptionally, learning rate of SID task is set to $5 \times 10^{-3}$, and 2 GPUs are exploited for ASR. Only when fine-tuning FitW2V2-960, all the prediction heads are removed and 12 trainable weights are additionally introduced. The weighted sum of prediction head representations replaces the last layer prediction head. Inference time is measured by averaging over 5 times on the test-clean of LibriSpeech dataset with a single batch. Also, the performance of ASR is evaluated without using a language model (LM).

4.2. Results
Table 1 shows our main results, evaluated on the SUPERB benchmark. Our student model design has better performance in linguistic pattern recognition tasks as intended. The relative PR and ASR improvement of FitHuBERT-960 has improved by 18.1% and 9.6% respectively, compared to DistilHuBERT [12]. Surprisingly, FitHuBERT-100 performs better than DistilHuBERT on PR and ASR tasks which means FitHuBERT can learn the linguistic patterns faster with less data. Performance of SF is also improved remarkably because the linguistic aspects of SF is similar with ASR, except for processing slot-types and slot-values [14].

Even if our model is designed with a purpose for particular downstream tasks, the utterance-level classification tasks such as SD or ER did not degrade much from the teacher model. However, there was an obvious performance degradation for SID in both FitHuBERT and FitW2V2. This shows that our models are slightly biased to linguistic pattern recognition tasks, focusing on recognizing local speech features rather than global features, which helps utterance-level classifications. With this bias, the performance degradation is revealed when FitHuBERT or FitW2V2 tries to classify over 1000 different global features that underlies in a single utterance. We emphasize that performance degradation is not severe for classifying global features with fewer classes such as ER or SD.

5. Discussions
In this section, we discuss the each component of our approach. All distillations are performed using 100 hours of the train-clean LibriSpeech [4] dataset for 100 epochs. After the distillation stage, models are fine-tuned and evaluated on the SUPERB benchmark with the tasks of ASR, IC, and SD.

5.1. CNN architecture design
To verify the effectiveness of our CNN structure, comparative experiments are conducted with various CNN architectures. Table 2 shows that the pointwise convolution has contributed significantly to the performance improvements for channel-increasing CNNs. Only using the design choice of channel-increasing CNNs is not enough to learn high dimensional information. However, the intermediate pointwise convolution allows to share the knowledge among the channels. This allows the representation be expressed meaningfully on the high dimensional subspace.

5.2. Number of layers for hints
In Table 3, we evaluate the performance of our model using the different number of layers for hint-based knowledge distillation. For every epoch, we randomly select 2 or 4 different

<table>
<thead>
<tr>
<th>CNN architecture</th>
<th># of param.</th>
<th>Inf. time</th>
<th>IC</th>
<th>ASR</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>FitHuBERT-100</td>
<td>122.37MB</td>
<td>179.85s</td>
<td>92.29%</td>
<td>12.66%</td>
<td>7.19%</td>
</tr>
<tr>
<td>(-) pointwise conv</td>
<td>21.97MB</td>
<td>153.23s</td>
<td>91.64%</td>
<td>13.75%</td>
<td>7.41%</td>
</tr>
<tr>
<td>Fixed ch 256</td>
<td>21.42MB</td>
<td>163.72s</td>
<td>93.15%</td>
<td>13.51%</td>
<td>7.24%</td>
</tr>
<tr>
<td>Fixed ch 512</td>
<td>24.69MB</td>
<td>237.39s</td>
<td>91.99%</td>
<td>13.68%</td>
<td>6.95%</td>
</tr>
</tbody>
</table>

Table 3: Evaluation results of the different number of hints.
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<th>ASR</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>FitHuBERT-100</td>
<td>122.37MB</td>
<td>179.85s</td>
<td>92.29%</td>
<td>12.66%</td>
<td>7.19%</td>
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<td>(-) pointwise conv</td>
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<td>7.24%</td>
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<tr>
<td>Fixed ch 512</td>
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<td>237.39s</td>
<td>91.99%</td>
<td>13.68%</td>
<td>6.95%</td>
</tr>
</tbody>
</table>

Table 2: Evaluation results of the different CNN architectures.

Transformer layers from the teacher except for the last layer, and use only them for distillation. Distillation with no hints is also conducted which is $\lambda = 0$ in (3). There is a clear tendency of performance improvement especially on IC and ASR, as the number of layers used for hint-based distillation are increased from 0 to 12. Results suggest that deploying all hints for distillation is beneficial for providing more knowledge to student.

5.3. Trade-off of time-reduction layer
Table 4 shows a trade-off between inference time and overall performance according to the time-reduction ratio. Note that the model without time-reduction layer where $k$ is set to 1 surpasses the original FitHuBERT-100 and even DistilHuBERT on ASR and IC tasks which shows the effectiveness of our model design and distillation scheme. If the inference time is not a big issue rather than the number of parameters, one can simply exclude the time-reduction layer, to attain better performance.

Table 4: Evaluation results of different time-reduction ratio $k$.

6. Conclusion
We propose a novel approach to student model design and distillation scheme, FitHuBERT. The dimensions of self-attention and inner-layer of FFN in Transformer layers are reduced by 37.5% and 84.3%, respectively. Hint-based distillation is introduced to provide hints to guide the teacher’s final representation during training. Time-reduction layer is adopted for faster inference. Evaluated on the SUPERB benchmark, FitHuBERT surpasses prior distillation scheme in linguistic pattern recognition task. Our approach reduces the teacher model to 23.8% in size and is 2.8 times faster in inference time. Also, we achieve 12.1% WER and 13.3% PER on the SUPERB benchmark which is superior than prior work.
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