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Abstract

Speech emotion recognition (SER) is a long-standing important research problem in speech signal processing. In practice, the training and test data are often collected in different scenarios, e.g., different languages, different collecting devices, which would severely degrade the recognition performance. To tackle this problem, in this paper, we propose a novel transfer learning algorithm, named coupled discriminant subspace alignment (CDSA), for cross-database SER. In CDSA, we first conduct linear discriminant analysis (LDA) in source and target databases, respectively. Meanwhile, we learn a latent common subspace, where the target samples are represented by the combination of source samples. Furthermore, we align the projection subspace of source and target databases to make the model more robust. Extensive experiments are carried out on four benchmark databases, and the results demonstrate the effectiveness of the proposed method.

Index Terms: linear discriminant analysis, transfer learning, coupled projection, speech emotion recognition

1. Introduction

The goal of speech emotion recognition (SER) is to identify the corresponding emotion categories from speech signals, e.g., happiness, anger, sadness, fear, disgust, and surprise [1]. In recent years, it has been shown impressive performance in various applications [2], e.g., safety driving assist system, automatic translation, and assistant diagnostic tool in medical treatment.

In SER tasks, feature extraction and feature classification are two important parts. Among which the feature extraction refers to extracting the emotional features from speech signals, while feature classification refers to training a classification model using the extracted features [3]. Over the past decades, many classification algorithms have been employed for SER [4, 5, 6, 7]. These algorithms are carried out on the assumption that the training and test data are from the same database, and follow similar distributions, which cannot be satisfied in practical scenarios due to the difference in gender, age and recording scenes.

Recently, transfer learning has shown appealing performance in handling the above-mentioned mismatch problems [8, 9]. The mechanism of transfer learning is to transfer the knowledge gained from training data to test data by utilizing the distance metric strategies. As an important distance metric in transfer learning, maximum mean discrepancy (MMD) [10], has been widely used [11]. For example, in [12], Long et al. adopt MMD to minimize both the marginal and conditional probability distribution to obtain a common feature representation. Recently, Zhang et al. combine MMD with linear discriminant analysis (LDA), and develop a coupled projection to align the subspace while retaining the discriminant information of the source database [13]. Zong et al. propose a database regeneration label space (DRLS) method [14] for the cross-database micro-expression problem. In [15], Li et al. integrate MMD and manifold learning to deal with the domain adaptation problem.

Over the past decade, many scholars have tried to develop transfer learning algorithms for cross-database SER. For example, in [16], Hassan et al. have introduced three transfer learning algorithms for cross-database SER. In [17], Deng et al. develop a database-adaptive auto-encoder approach to learn the database-invariant features. In [18, 19], Zong et al. present a regression-based algorithm for cross-database SER. More recently, in [20], Song et al. develop a transfer linear subspace learning framework for cross-database SER. In [21], Zhang et al. present a joint transfer subspace learning and regression (JTSLR) method for SER.

The above-mentioned algorithms can alleviate the “database bias” problem to some extent. However, they do not consider the specific property of each database, which is important for knowledge transfer [9]. Therefore, in this paper, we propose a novel transfer subspace learning algorithm, named coupled discriminant subspace alignment (CDSA), for cross-database SER. The basic idea of CDSA is to retain the shared discriminant information of source and target databases in the process of knowledge transferring. We simultaneously exploit the specific and common subspace by learning the coupled discriminant subspace and the sparse reconstruction term. We further reduce the coupled projection subspace discrepancy to improve the transfer performance. The flowchart of CDSA is shown in Fig. 1.

Figure 1: The framework of CDSA. The red color represents the source database and the green color represents the target database, and different shapes represent different categories.
The proposed method

We begin with an introduction of the main notations used in this work. Denote that $X_s \in \mathbb{R}^{d \times n_s}$ is the labeled source feature matrix and $X_t \in \mathbb{R}^{d \times n_t}$ is the unlabeled target feature matrix, and $n_s$ and $n_t$ are the corresponding numbers of samples and $d$ represents the dimension of features. $L_s \in \mathbb{R}^{d \times d}$ and $L_t \in \mathbb{R}^{d \times d}$ are the scatter matrices of source and target databases, respectively. $P_s \in \mathbb{R}^{d \times d}$ and $P_t \in \mathbb{R}^{d \times d}$ are the source and target projection matrices, respectively, and $Z \in \mathbb{R}^{d \times n_t}$ is the sparse reconstruction matrix.

2.1. The objective function

We first learn coupled projection matrices to obtain the discriminant information of the source and target databases, respectively. Note that LDA requires the guidance of real labels, and a regularization parameter $\lambda$. We utilize a simple but efficient algorithm to align the dual databases can be well exploited, and the divergence between these two databases can be reduced. In addition, we impose an additional constraint that $Z$ is a sparse reconstruction matrix. Hence the objective function of the proposed coupled LDA is written as follows:

$$
\min_{P_s, P_t, Z} \text{Tr}(P_t^T L_s P_s) + \text{Tr}(P_t^T L_t P_t)
\text{s.t. } P_t^T P_s = I, P_t^T P_t = I
$$

(1)

where $\text{Tr}(\cdot)$ means the trace of a matrix, $L_s = S_s^a - \mu_S^a$, $L_t = S_t^a - \mu_S^a$, in which $S_s^a \in \mathbb{R}^{d \times d}$ and $S_t^a \in \mathbb{R}^{d \times d}$ are the within-class and between-class scatter matrices of the source database, respectively, and $S_t^b \in \mathbb{R}^{d \times d}$ and $S_s^b \in \mathbb{R}^{d \times d}$ are the within-class and between-class scatter matrices of the target database, respectively, and $\mu$ is a constant with small value. The constraints $P_t^T P_s = I$ and $P_t^T P_t = I$ are used to avoid calculating the inverse of scatter matrices.

Then, we adopt a linear reconstruction strategy in the learned common subspace, in which all target samples are represented by the combination of source samples. Hence the divergence between these two databases can be reduced. In addition, we impose an $\ell_2,1$-norm constraint on the sparse reconstruction matrix. The objective function is written as follows:

$$
\min_{P_s, P_t, Z} \|P_t^T X_s - P_t^T X_t\|_F^2 + \gamma \|Z\|_{2,1}
$$

(2)

where $\|\cdot\|_F$ and $\|\cdot\|_{2,1}$ are the Frobenius norm and $\ell_2,1$-norm, respectively. $Z$ is a sparse reconstruction matrix, and $\gamma$ is a regularization parameter.

To further reduce the divergence between two databases, as [24], we utilize a simple but efficient algorithm to align the dual projection subspace, and the objective function is written as:

$$
\min_{P_s, P_t, Z} \|P_s - P_t\|_F^2
$$

(3)

Combining Eqs. (1) and (2) and (3), the common and specific information between two databases can be well exploited, and we can get the final objective function as follows:

$$
\min_{P_s, P_t, Z} \text{Tr}(P_t^T L_s P_s) + \text{Tr}(P_t^T L_t P_t) + \beta \|P_s - P_t\|_F^2 + \alpha \|P_t^T X_s - P_t^T X_t\|_F^2 + \gamma \|Z\|_{2,1}
\text{s.t. } P_t^T P_s = I, P_t^T P_t = I
$$

(4)

where $\alpha$ and $\beta$ are positive trade-off parameters.

Algorithm 1. The CDSA algorithm

Input: The labeled source feature matrix $X_s$ and unlabeled target feature matrix $X_t$; the label matrix $Y_s$ of source database; the regularization parameters $\alpha$, $\beta$, $\gamma$; and a small threshold value $\varepsilon$.

Output: $P_s, P_t$.

Initialize: Initialize $P_t$ via PCA; Initialize $L_s$, $L_t$ and set $t = 0$.

repeat

1. Fix other variables and update $P_t$ by using Eq. (7);
2. Fix other variables and update $P_s$ by using Eq. (9);
3. Fix other variables and update $Z$ by using Eq. (12);
4. Update the target pseudo labels via SVM;
5. Update the scatter matrix $L_t$;
6. $t = t + 1$;
7. Check the convergence conditions: $\Delta T = T^{(t)} - T^{(t-1)} < \varepsilon$, where $T^{(t)}$ represents the objective value in the $t$-th iteration.

until Convergence

return $P_s, P_t$.

2.2. Optimization

In this subsection, we put forward an iterative algorithm to solve the objective function in Eq. (4). Eq. (4) can be rewritten as the following Lagrange form:

$$
\mathcal{L} = \text{Tr}(P_t^T L_s P_s) + \text{Tr}(P_t^T L_t P_t) + \alpha \text{Tr}((P_t^T X_s Z - P_t^T X_t)^T (P_t^T X_s Z - P_t^T X_t)) + \beta \text{Tr}((P_s - P_t)^T (P_s - P_t)) + \gamma \|Z\|_{2,1}
$$

(5)

The detail optimization procedures are listed as follows:

1) Update $P_s$: Update $P_s$ by fixing the other variables, we take the derivative of $\mathcal{L}$ w.r.t. $P_s$, and set it to zero, we can get the closed-form solution as

$$
\frac{\partial \mathcal{L}(P_s)}{\partial P_s} = L_s + \alpha X_s Z^T X_s^T P_s - \alpha X_s Z^T X_t^T P_t + \beta P_s - \beta P_t = 0
$$

(6)

$$
P_s = (L_s + \alpha X_s Z^T X_s^T - \beta I)^{-1} (\alpha X_s Z^T X_t^T P_t - \beta P_t)
$$

(7)

2) Update $P_t$: Update $P_t$ by fixing the other variables, we take the derivative of $\mathcal{L}$ w.r.t. $P_t$, and set it to zero, we can obtain its closed-form solution as

$$
\frac{\partial \mathcal{L}(P_t)}{\partial P_t} = L_t + \alpha X_t Z^T X_s^T P_s - \alpha X_t Z^T X_t^T P_t + \beta P_t - \beta P_t = 0
$$

(8)

$$
P_t = (L_t + \alpha X_t Z^T X_t^T + \beta I)^{-1} (\alpha X_t Z^T X_s^T P_s + \beta P_s)
$$

(9)

3) Update $Z$: Due to $\|Z\|_{2,1}$ is not smooth, we first calculate its sub-gradient matrix $Q \in \mathbb{R}^{n_s \times n_t}$ [25]:

$$
Q_{si} = \begin{cases} 
0, & \text{if } z_i = 0 \\
\frac{1}{2z_i^2}, & \text{otherwise} 
\end{cases}
$$

(10)

where $z_i$ is the $i$-th row of the matrix $Z$. By fixing the matrix $Q$, we take the derivative of $\mathcal{L}$ w.r.t. $Z$, which is written as

$$
\frac{\partial \mathcal{L}(Z)}{\partial Z} = \alpha X_t^T P_s P_t^T X_s Z + \gamma QZ - \alpha X_s^T P_s P_t^T X_t
$$

(11)
Table 1: Recognition accuracy (%) on different tasks. The best performance is shown in boldface.

<table>
<thead>
<tr>
<th>Tasks</th>
<th>Traditional methods</th>
<th>Transfer learning methods</th>
<th>Ours</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LDA</td>
<td>SDA</td>
<td>DRLS</td>
</tr>
<tr>
<td>E→E</td>
<td>41.26</td>
<td>32.54</td>
<td>40.08</td>
</tr>
<tr>
<td>E→R</td>
<td>25.00</td>
<td>24.78</td>
<td>32.78</td>
</tr>
<tr>
<td>E→B</td>
<td>40.38</td>
<td>25.00</td>
<td>44.25</td>
</tr>
<tr>
<td>e→E</td>
<td>32.74</td>
<td>39.82</td>
<td>41.59</td>
</tr>
<tr>
<td>e→R</td>
<td>25.55</td>
<td>42.78</td>
<td>28.33</td>
</tr>
<tr>
<td>e→B</td>
<td>32.69</td>
<td>34.62</td>
<td>42.31</td>
</tr>
<tr>
<td>R→E</td>
<td>24.77</td>
<td>35.00</td>
<td>36.28</td>
</tr>
<tr>
<td>R→e</td>
<td>24.20</td>
<td>33.73</td>
<td>35.71</td>
</tr>
<tr>
<td>R→B</td>
<td>27.69</td>
<td>28.85</td>
<td>37.31</td>
</tr>
<tr>
<td>B→E</td>
<td>32.74</td>
<td>28.32</td>
<td>49.56</td>
</tr>
<tr>
<td>B→e</td>
<td>28.26</td>
<td>31.52</td>
<td>34.29</td>
</tr>
<tr>
<td>B→R</td>
<td>25.55</td>
<td>29.44</td>
<td>28.33</td>
</tr>
<tr>
<td>Average</td>
<td>30.06</td>
<td>32.19</td>
<td>36.73</td>
</tr>
</tbody>
</table>

Setting the above equation to zero, we can obtain the solution for $Z$ as

$$Z = (\alpha X^T P_t P_t^T X_e + \gamma Q)^{-1}(\alpha X^T P_t P_t^T X_i)$$

The procedures of CDSA are summarized in Algorithm 1.

### 2.3. Complexity

In this subsection, we give the complexity analysis of the proposed CDSA. For computing $P_t$, according to Eq. (7), the complexity is $O(d_1^3 + d_2^3 n_s^3 + d_3^3 n_t n_r)$. For computing $P_t$, according to Eq. (9), the computational complexity is $O(d_1^3 + d_2^3 n_s^3 + d_3 n_i n_r n_t)$. For computing $Z$, according to Eq. (12), the complexity is $O(d_1^3 n_r^2 + n_s^3 + d_3 n_t n_i n_r)$. To sum up, the total computational complexity is about $O(T(d_1^3 + d_2^3 n_s^3 + d_1^2 n_t n_i + d_2^2 n_t n_i + d_2^3 n_r^3 + n_r^3))$, where $T$ is the number of iterations.

### 3. Experiment

#### 3.1. Experimental setup

In this subsection, we evaluate the performance of the proposed algorithm for cross-database SER. Four public benchmark databases, including EmoDB (E) [26], eNTERFACE’05 (e) [27], BAUM-1a (B) [28], and RML (R) [29], are employed in our experiments. Two of the above databases are randomly selected as the source and target databases, respectively, and 12 groups of cross-database SER tasks (source database→target database: E→e, E→R, E→B, e→E, e→R, e→B, R→E, R→e, R→B, B→E, B→e, B→R), are conducted. We select five common emotional categories, i.e., anger (AN), sadness (SA), disgust (DI), happiness (HA), and fear (FE), in our experiments. All the source database is selected, and the target database is randomly divided into 10 parts, among which 7/10 samples are used for training and the remainder are used for testing. To ensure the reliability of the experimental results, the experiments are repeated 10 times and the average results are reported.

The proposed CDSA is compared with several state-of-the-art subspace learning and transfer subspace learning methods, including LDA, semi-supervised discriminant analysis (SDA) [30], transfer component analysis (TCA) [31], joint distribution adaptation (JDA) [12], domain-adaptive least squares regression (DaLSR) [18], joint geometrical and statistical alignment (JGSA) [13], domain regeneration in the label space (DRLS) [14], locality preserving joint transfer (LPJT) [15], and joint transfer subspace learning and regression (JTSLR) [21]. We choose the linear SVM as the baseline classifier, and use the recognition accuracy of the test database for evaluation, which is written as

$$\text{accuracy} = \frac{|x : x \in D_{test} \land \hat{y}(x) = y(x)|}{|x : x \in D_{test}|}$$

where $D_{test}$ is the test database, $y(x)$ is the true label of $x$, and $\hat{y}(x)$ is the predicted label.

In the experiments, we use the openSMILE toolkit [32] to extract the 1582-dimensional low-level features using the standard feature set used in INTERSPEECH 2010 paralinguistic challenge [33]. For the settings of hyper-parameters, since the training and the testing data follow different probability distributions, we cannot directly adopt the cross-validation to determine the values of parameters [34]. Thus, we search the optimal values in the parameter space $\{10^{-3}, 10^{-2}, 10^{-1}, 1, 10, 10^2, 10^3\}$.

#### 3.2. Results and Analysis

The recognition results are shown in Table 1. From the table, we have the following findings.

Firstly, it can be found that the proposed CDSA method significantly achieves better recognition accuracy than the nine compared methods. The average recognition accuracy of the proposed method is higher than the best baseline LPJT with 2.52% improvement. These results show that the proposed method can learn more robust representation for cross-database SER tasks.

Secondly, it can be observed that the transfer learning methods significantly outperform the traditional subspace learning methods, i.e., LDA and SDA. The limitation of these two approaches lies in that they do not consider the divergence across
the source and target databases. On the contrary, the transfer learning methods can effectively address this shortcoming and obtain better recognition performance.

Thirdly, CDSA significantly outperforms LDA, SDA and JTSLR, which are the discriminate subspace learning approaches. The reason can be attributed to that, only a single subspace projection is not enough for cross-database tasks when the divergence across databases is very large. CDSA can well address this problem by developing a novel coupled subspace projection.

3.3. Ablation study and visualization of data

In this subsection, we give the ablation study of CDSA. We analyze the effectiveness by considering the following aspects, i.e. linear reconstruction, coupled projection subspace alignment, and sparse reconstruction matrix. The results are given in Fig. 2. From the figure, we have the following observations.

- Firstly, when $\alpha = 0$ in Eq. (4), the linear reconstruction term is ignored, resulting in a significant decline in the recognition accuracy. This result proves that the linear reconstruction term plays a positive role in our method.
- Secondly, when $\beta = 0$ in Eq. (4), the coupled projection alignment term is ignored, the recognition accuracy on all cases drops significantly. This proves that this term also plays a positive role in our method.
- Thirdly, when $\gamma = 0$ in Eq. (4), the recognition accuracy also decreases, but the impact on the recognition accuracy is not significant.

Also, we give the t-SNE [35] visualization results of the proposed method on the E→B task. Fig. 3 (a) shows that there exists a gap between the original feature distribution of source and target databases. Fig. 3 (b) shows the projected data by the proposed method. From the figure, we can find that, after projection, both the source and target databases follow similar feature distribution, and the samples from the same category are close to each other.

4. Conclusions

In this paper, we present a novel coupled discriminant subspace alignment (CDSA) approach for cross-database SER. This method extends traditional LDA to a transferable manner, so that the divergence across different databases can be reduced significantly. It first performs discriminate subspace learning in each database separately. Then, a linear reconstruction regularization in the learned subspace is developed to reduce the divergence across databases. Furthermore, the coupled projection subspace is aligned to make the model more robust. Extensive experiments are carried out on four benchmark databases, and the results show that the proposed CDSA achieves superior performance than state-of-the-art compared algorithms. In the future, we will investigate to extract effective deep features, and integrate the proposed method into the deep transfer learning framework to obtain better recognition results.
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