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Abstract

Conversational text-to-SQL aims at converting multi-turn natural language queries into their corresponding SQL (Structured Query Language) representations. One of the most intractable problems of conversational text-to-SQL is modelling the semantics of multi-turn queries and gathering the proper information required for the current query. This paper shows that explicitly modelling the semantic changes by adding each turn and the summarization of the whole context can bring better performance on converting conversational queries into SQLs. In particular, we propose two conversational modelling tasks in both turn grain and conversation grain. These two tasks simply work as auxiliary training tasks to help with multi-turn conversational semantic parsing. We conducted empirical studies and achieved new state-of-the-art results on the large-scale open-domain conversational text-to-SQL dataset. The results demonstrate that the proposed mechanism significantly improves the performance of multi-turn semantic parsing.

Index Terms: conversational text-to-sql, human-computer interaction, computational paralinguistics

1. Introduction

Semantic parsing is a task that maps natural language queries into corresponding machine-executable logical forms. Being one of the most popular branches of semantic parsing, text-to-SQL, which relieves real users from the burden of learning about techniques behind the queries, has drawn quantities of attention in the field of natural language processing. Existing work mainly focused on converting individual utterances into SQL (Structured Query Language) queries. However, in real scenarios, users tend to interact with systems through conversations to acquire information, in which the conversation context should be considered. To meet this users’ demand, the attention of research on single-turn text-to-SQL shifted to conversational text-to-SQL.

Conversational text-to-SQL is an extension of the standard text-to-SQL task, which frees the restriction of natural language queries from single-turn settings into multi-turn settings. Recent studies [1, 2, 3] indicate that conversational text-to-SQL shows much higher difficulty compared with single-turn text-to-SQL. This kind of difficulty mainly comes from modelling multi-turn natural language queries. Figure 1 shows an example of conversational semantic parsing. Three utterances appear in this conversation. The second query is asked according to the first query, and the SQL of the second turn is a modification of the first one by adding an additional restriction. The third query changes the selected columns based on the second query, which results in modification of the selected columns of the SQL.

It can be observed from the example that to better understand a contextual query and generate a corresponding SQL, it is essential to model both the semantics changes by adding each separate turn, as well as mapping those changes into the SQL operations. On the one hand, modelling the semantic changes by adding every single turn is conducive to better understanding the semantic flow during a conversation, and thus helps to better summarise them into a single SQL. On the other hand, in order to generate correct predicted SQLs, it is vital to correlate those semantic changes with database schema operations.

Motivated by these observations, in this paper, we propose RAT-SQL-TC, which uses two auxiliary tasks to better modelling multi-turn conversational context and generating correct SQL representations based on RAT-SQL[4]. The first task is Turn Switch Prediction (TSP), which predicts how SQL changes while adding a new turn during a conversation. And the second task is Contextual Schema Prediction (CSP), which helps with mapping the contextual changes to database schema operations. CSP requires the utterance encoder model to predict the changes of usage of each column w.r.t the current turn of a conversation. CSP also enhances the encoder model to make a better understanding of database schemas. These two tasks work as auxiliary tasks of multi-task learning that are trained together with the SQL generation task. Our proposed two tasks work from a natural-language-understanding perspective and a database-schema-aware perspective respectively, to enhance the understanding of conversation context and further promote text-to-SQL generation.

We evaluate our proposed method on a popular large-scale cross-domain conversational text-to-SQL benchmarks, i.e., SParC [1]. By adding our mechanisms, the accuracy of both query match and interaction match is significantly improved.
against baseline methods. We also achieve new state-of-the-art results on the leaderboard at the time of writing this paper.

Our proposed mechanisms show advantages in the following aspects. (1) TSP and CSP work from a natural-language-understanding perspective and a database-schema-aware perspective on better modelling conversational context. (2) Our proposed method works as auxiliary tasks of multi-task learning, which avoids troublesome synthetic conversational data collection and extensive computational costs compared with pre-training methods. (3) We boost baseline methods significantly and achieve new state-of-the-art results on a large-scale cross-domain benchmark.

2. Related Work

2.1. Semantic Parsing and Text-to-SQL

Semantic parsing has been studied for a long period. Previous semantic parsers are generally based on either expert-designed rules [5, 6, 7] or statistical techniques [8, 9, 10]. In recent years, neural semantic parsers come to the fore. Neural semantic parsers generally treat semantic parsing as a sequence-to-sequence task, and solve it with encoder-decoder framework [11, 12, 13, 14, 15].

Text-to-SQL takes a large share of all semantic parsing tasks. Previous text-to-SQL task mainly focus on relative-simple in-domain text-to-SQL scenarios, and state-of-the-art models show promising performance in this scenario [16, 17, 18]. Recently, a cross-domain multi-table text-to-SQL dataset called Spider is proposed[19]. Compared with in-domain text-to-SQL, cross-domain multi-table text-to-SQL requires models for higher ability of generalization on both natural language and database schema understanding. On better solving this task, besides pure sequence-to-sequence methods, a new skeleton-then-detail paradigm is proposed and widely applied. This paradigm generates a SQL skeleton first and then fill the skeleton with database schema tokens. Models belong to this paradigm includes SQLNet [20], TypeSQL [21], SQLoVa [22], Coarse2Fine [23], XSQl [24], HydraNet [25], etc. Besides, some other strategies are proposed for enhancing text-to-SQL parsers, including intermediate representation enhancement [26, 27, 28], reasoning through GNN model [29, 30, 31, 32], and data augmentation [33, 34].

2.2. Conversational Text-to-SQL

Compared with single-turn text-to-SQL, conversational text-to-SQL requires semantic parsers to understand the context of conversations to make correct SQL predictions. More recently, two large-scale cross-domain benchmarks for conversational text-to-SQL (i.e., SPaRC and CoSQL [1, 35]) are constructed, and several studies are conducted based on these two benchmarks. EditSQL [3] takes predicted SQL from the previous turn and natural language utterance of the current turn as input, and edits the previous SQL according to the current turn to generate the newly predicted SQL. This method tends to fail when users ask for a new question less related to the conversation context. IGSQL [36] solves this problem by building graph among database schema and turns of queries to model the context consistency during a conversation. IST-SQL [37] borrows the idea from dialogue state tracking and regards columns as slots with their value being their usage. Those slot-value pairs are stored to represent the dialogue state. R2SQL [38] introduces a dynamic schema-linking graph network and several dynamic memory decay mechanisms to track dialogue states and uses a reranker to filter out some easily-detected incorrect predicted SQLs. Yu et al. proposed a language model pre-training method specified for conversational text-to-SQL and achieved state-of-the-art results on both datasets named score [39]. However, this method requires quantities of synthesized conversational semantic parsing data and relative high training cost.

3. Problem Formalization

Conversational text-to-SQL is a task that maps multi-turn natural language queries \( u = [u_1, u_2, \ldots, u_T] \) into corresponding SQL logical forms \( y = [y_1, y_2, \ldots, y_T] \) w.r.t a pre-defined database schema \( s \), where \( T \) is the number of turns of a conversation. A database schema \( s = [s_1, s_2, \ldots, s_m] \) indicates for all tables and columns from a multi-table database, where each \( s_i \) represents a (Table, Column) pairs. The goal of neural semantic parsers is to maximize the probability of predicting correct SQL \( y_t \) given all natural language turns before \( t \), i.e.,

\[
\max_{\theta} \prod_{t=1}^{T} P(y_t | u_1, \ldots, u_t, s)
\]

Different from single-turn semantic parsing, when parsing \( y_t \), all utterance turns before the \( i \)-th turn, i.e., \( [u_1, u_2, \ldots, u_i] \), should be considered.

4. Methodology

In this paper, we propose RAT-SQL-TC for conversational text-to-SQL, which adds two auxiliary tasks into the widely applied RAT-SQL. We will introduce the framework of our proposed model and the proposed two tasks in the following sections.

4.1. Overview of RAT-SQL-TC

RAT-SQL is one of the state-of-the-art neural semantic parsers in recent years [4]. RAT-SQL is a unified framework which encodes both relational structure in the database schema and the given question for SQL generation. We take the RAT-SQL as the basis to build our model. Concretely, we use a relation-aware transformer-based encoder model to encode a natural language query into vectors, and use a decoder model to translate the encoded vectors into an abstract syntax tree (AST). This AST can be further converted into SQL.

Notate \( u = [u_1, u_2, \ldots, u_T] \) to be a sequential query with \( T \) turns, and \( u_i = [u_i^1, u_i^2, \ldots, u_i^{w_i}] \) where \( u_i^j \) is the \( j \)-th token of the \( i \)-th query. Notate \( s = [s_1, s_2, \ldots, s_M] \) to be the corresponding database schema with column names. We can obtain the input of the encoder model by jointing each turn and each column name. To be specified, we concatenate turns of queries with a special token “)” to indicate the boundary of each turn, and each column name is concatenated with another special token “)”. Then the combination of the query and the database schema is fed into the encoder, as is shown in Figure 2. This input sequence is processed by the transformer-based encoder model similar to RAT-SQL and a set of encoder vectors is generated with the same length as the input sequence. We follow the RAT decoding paradigm of RAT-SQL and use a decoder to generate predicted SQL according to those vectors, and the loss of decoding is defined as

\[
\mathcal{L}_{dec} = \sum_{i=1}^{\left| \mathcal{Y} \right|} y_i \log P(y_i | y_{<i}, u; s),
\]
where $y = [y_1, \ldots, y|y|]$ is the ground-truth label of the AST during decoding.

Besides decoding SQL AST, we add two auxiliary tasks to help the model better modelling contextual information and relation to database schema during a conversation. The first one is a Turn Switch Prediction (TSP) task, which requires the encoder model to tell how semantics change by adding each turn of utterance. The second one is a Contextual Schema Prediction (CSP) task that enforces the model to map those semantics changes to the database schema. Loses of these two auxiliary tasks is computed according to the encoding vectors and are optimized simultaneously with the SQL decoding loss.

### 4.2. Turn Switch Prediction

**Turn Switch Prediction (TSP)** task aims at enhancing the encoder model on understanding the conversation flow between each pair of adjacent queries. This task requires the encoder model to predict whether a type of modification is made on the SQL by adding a new turn of utterance. A total number of $N_T = 17$ types of operations are defined, e.g., changing aggregate operation of selection (SELECT sales $\rightarrow$ SELECT count(sales)) and adding new condition in condition clause (None $\rightarrow$ WHERE sales $> 100$). For each type of operation, we make a binary classification on whether such a change is made.

Notate $t_i$ as the encoding vector of the special token “(s)” of the $i$-th turn. We use both $t_i$ and $t_{i-1}$ to predict whether a type of modification is made. And the TSP loss is a summation of that of all modification types between every adjacent utterance pair.

$$s_i = [t_{i-1}; t_i; t_{i} - t_{i-1}; t_{i-1} + t_i],$$

$$p^i = \text{Sigmoid} \left( W^{TSP}_j(s_i) \right),$$

$$L_{TSP} = \sum_{n=1}^{N_T} \sum_{t=1}^{T} \left( \bar{y}_i^j \log p^i + (1 - \bar{y}_i^j) \log(1 - p^i) \right).$$

$s_i$ is a mixture of features for $t_i$ and $t_{i-1}$. $W^{TSP}_j$ is the parameter matrix for predicting whether the $j$-th type of operation is made. $\bar{y}_i^j \in (0, 1)$ is the ground-truth label on making the $j$-th operation with the $i$-th turn and $p^i$ is the predicted probability of making it. We set $t_0$ to be a zero vector while computing. $N_T$ binary classification, instead of a single multi-class classification, is calculated since several types of modification could be made in one breath by adding a new turn.

### 4.3. Contextual Schema Prediction

**Contextual Schema Prediction (CSP)** task is designed to help the encoder model to map each modification operation to each database operation applied on columns from tables. And thus we use the representations of schema tokens to make predictions.

We also use the encoding vector of the special token “(s)” as the representation of a column from the database schema, and use the column representation to predict which kind of change is made on it. A number of $N_C = 11$ types of modifications are defined, including adding to select, deleting from where, changing of distinct etc. For the same reason as in the TSP task, a single column may have multiple modifications in different sub-clauses of a SQL, so we also use $N_C$ binary classifications as the objective of this task. Notate $[c_1, \ldots, c_M]$ to be the encoding vector of the M columns from the database schema, CSP loss is computed as

$$q_i^j = \text{Sigmoid} \left( W^{CSP}_j(c_i) \right),$$

$$L_{CSP} = \sum_{n=1}^{N_C} \sum_{m=1}^{M} \left( \bar{y}_i^j \log q_i^j + (1 - \bar{y}_i^j) \log(1 - q_i^j) \right),$$

where $W^{CSP}_j$ is trainable parameter matrix for the $j$-th kind of schema usage changing, and $\bar{y}_i^j$ is the ground-truth label indicating whether a $j$-th kind of change is applied on the $i$-th column.

Notice that different from TSP which computes semantic changes between every adjacent turn pair, CSP only takes the effect of the last turn into consideration, neglecting the previous ones. In this way, CSP can enforce the encoder model to better focus on the semantics of the last turn and in turn boost the text-to-SQL parser to generate correct SQLs.

### 4.4. Training Objective

The text-to-SQL parser is trained in a multi-task training way that the proposed three losses are optimized at the same time.

$$L = L_{dec} + \alpha L_{TSP} + \beta L_{CSP},$$

where $\alpha > 0$ and $\beta > 0$ are two hyper-parameters to control the weight of TSP loss and CSP loss. In practice, we set $\alpha = 0.5$ and $\beta = 8$ to harvest our best results. Compared with pre-train-then-fine-tune paradigm (e.g., [39]), multi-task training are significantly more efficient in terms of computational cost.
5. Experiments

5.1. Datasets
Experiments are conducted on SparC, a large-scale cross-domain dataset for conversational text-to-SQL. SparC is a context-dependent dataset among which parsing the following SQLs requires a correct understanding of the previous turns. There are 2,159 and 422 conversations in the training set and development set respectively, with the average number of turns being 2.97 and 2.85. An online judgement is available for submission, of which the test set is not publicly released.

5.2. Implementation Details
We follow the same hyper-parameter settings as in [40]. Both QM (query exact match) and IM (interaction exact match) are chosen as metrics following the same standard as our baseline methods. We implement RAT-SQL-TC with the GAP model [40]. GAP is a domain-adapted version of BERT, which is tuned with the single-turn SQL generation task in a sequence-to-sequence manner, and only the BERT encoder is kept.

5.3. Results
The performance of our proposed RAT-SQL-TC (GAP) and several baseline methods is shown in Table 1.

<table>
<thead>
<tr>
<th>Method</th>
<th>QM Dev (%)</th>
<th>IM Dev (%)</th>
<th>QM Test (%)</th>
<th>IM Test (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RAT-SQL (GAP)</td>
<td>59.6</td>
<td>40.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RAT-SQL w/o. TC</td>
<td>56.8</td>
<td>33.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>EditSQL + BERT [3]</td>
<td>47.2</td>
<td>29.5</td>
<td>47.9</td>
<td>25.3</td>
</tr>
<tr>
<td>IGSQL + BERT [36]</td>
<td>50.7</td>
<td>32.5</td>
<td>51.2</td>
<td>29.5</td>
</tr>
<tr>
<td>R²SQL + BERT [38]</td>
<td>54.1</td>
<td>35.2</td>
<td>55.8</td>
<td>30.8</td>
</tr>
<tr>
<td>RAT-SQL (BERT)</td>
<td>56.8</td>
<td>33.4</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>RAT-SQL + Score [39]</td>
<td>62.5</td>
<td>42.5</td>
<td>62.4</td>
<td>38.1</td>
</tr>
<tr>
<td>RAT-SQL (GAP)</td>
<td>59.6</td>
<td>40.5</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>RAT-SQL-TC (GAP)</td>
<td>64.1</td>
<td>44.1</td>
<td>65.7</td>
<td>43.2</td>
</tr>
</tbody>
</table>

Table 1: Model performance by ablating TSP and CSP.

It can be observed from Table 1 that our proposed RAT-SQL-TC (GAP) outperforms all baseline methods significantly on both QM and IM accuracy. To be specified, our proposed RAT-SQL-TC (GAP) beats the current state-of-the-art method RAT-SQL + Score for 1.6% on both QM and IM accuracy on the development set and 3.3% and 5.1% on the test set respectively. We also achieve new state-of-the-art results on the public leaderboard. Moreover, on comparing with the direct baseline method RAT-SQL (GAP), absolute gains of 4.5% and 3.5% are observed in terms of QM and IM respectively by adding TSP and CSP objectives in a multi-task learning paradigm. By combining TSP and CSP as auxiliary tasks with the original SQL decoding objective, the RAT-SQL model is forced to obtain a better understanding of new semantics added by the current turn and map such semantic changes into database-related representations for better SQL generation.

5.4. Ablation Studies and Analysis
In order to better understand how our proposed RAT-SQL-TC works, we conducted ablation studies and analysis with RAT-SQL-TC (GAP) on the SparC development set.

Both TSP and CSP aim at better modelling information flow during a conversation, and thus we evaluate how they each influence the overall performance. We remove each of them and test the model’s performance, whose results are shown in Table 2. Significant performance decline is observed without either TSP or CSP on both QM and IM. To be specified, there is a 4.5% absolute drop on IM and a 3.9% absolute drop on QM without TSP, which demonstrates the effectiveness of explicitly modelling context changes to track the information flow during a conversation. Interestingly, the IM accuracy is even lower than that of pure RAT-SQL, which indicates that an over-attention of column usage changes without modelling semantic changes on the natural language aspect may even harm the performance. By removing CSP which maps semantic changes into database schema tokens, both QM and IM decrease by 3.1%, proving that a proper mechanism on modelling semantics with database schema is essential for making correct predictions. TSP and CSP work from natural-language-understanding and database-schema-aware aspects respectively on enhancing semantic parsers to generate correct SQLs. Although each of them alone cannot bring a significant improvement to accuracy metrics, the combination of these two objectives works well in achieving even better performance.

<table>
<thead>
<tr>
<th>Model</th>
<th>QM Dev (%)</th>
<th>IM Dev (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RAT-SQL-TC w/o. TSP</td>
<td>64.1</td>
<td>41.0</td>
</tr>
<tr>
<td>RAT-SQL-TC w/o. CSP</td>
<td>60.2</td>
<td>39.6</td>
</tr>
<tr>
<td>RAT-SQL w/o. TSP</td>
<td>59.6</td>
<td>40.5</td>
</tr>
<tr>
<td>RAT-SQL w/o. CSP</td>
<td>56.8</td>
<td>39.5</td>
</tr>
</tbody>
</table>

Table 2: Model performance by ablating TSP and CSP.

Since the two tasks of TC are designed to better model contextual information during a conversation, we evaluate how much improvement can TC bring on individual turns in terms of question match accuracy. Table 3 shows the QM accuracy at each separate turn. Both RAT-SQL and RAT-SQL-TC show the same trend in predicting poorer SQLs with a larger turn number, indicating it is harder on understanding the whole context with more turns to generate correct predictions. However, compared with pure RAT-SQL, adding TC as auxiliary tasks can significantly improve QM accuracy on queries with two or three turns. TC performs as a context modelling strategy on both natural-language and database perspectives, and thus improves semantic parser on modelling queries with long contextual information.

<table>
<thead>
<tr>
<th>Model</th>
<th>Turn 1 (%)</th>
<th>Turn 2 (%)</th>
<th>Turn 3 (%)</th>
<th>Turn 4 (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RAT-SQL-TC w/o. TC</td>
<td>75.4 (+3.1)</td>
<td>64.0 (+2.1)</td>
<td>54.4 (+4.0)</td>
<td>40.9 (+1.3)</td>
</tr>
<tr>
<td>RAT-SQL-TC w/o. CSP</td>
<td>72.5</td>
<td>56.9</td>
<td>50.4</td>
<td>39.8</td>
</tr>
</tbody>
</table>

Table 3: QM accuracy on each separate turn.

6. Conclusion
Modelling semantic flows during a conversation for semantic parsing is a tough task for multi-turn semantic parsing. On handling this obstacle, in this paper, we proposed RAT-SQL-TC which adds two auxiliary tasks (i.e., turn switch prediction and contextual schema prediction) during semantic parser training. These two tasks work from the natural-language-understanding perspective and database-schema-aware perspective respectively on modelling multi-turn conversation and converting semantics into SQLs. We demonstrate the high effectiveness on TC on a large-scale open-domain benchmark and achieve new state-of-the-art results.
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