Abstract

The goal of the abstractive dialogue summarization task is to generate a shorter form of a long conversation while retaining its most salient information, which plays an important role in speech. Unlike the well-structured text, such as scientific articles and news, dialogues often comprise of utterances coming from multiple interlocutors, where the conversations are often informal, verbose, repetitive, and sprinkled with false-starts, backchanneling, reconfirmations, hesitations as well as speaker interruptions, which might introduce much noisy information and thus brings new challenges of summarizing dialogues. In this work, we extend the widely-used sequence-to-sequence summarization framework with a negative guided mechanism, which allows models to explicitly perceive the unnecessary pieces (i.e., noise) of a dialogue and thus focus more on the salient information. Specifically, the negative guided mechanism has two main components, negative example construction and negative guided loss. We explore two different ways to constructing the negative examples and further calculate the negative loss. Extensive experiments on the benchmark datasets demonstrate that our method significantly outperforms the baselines with regard to both semantic matching and factual consistent based metrics. We also elicit the human efforts to prove the performance gains.
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1. Introduction

Dialogue summarization aims to condense a long dialogue into its shorter form with its most informative content preserved while the unnecessary pieces are ignored, which allows applications in speech to quickly grasp the key information of a dialogue comprising of utterances coming from multiple interlocutors. Generally, the task of text summarization can be typically classified into two categories: extractive and abstractive summarization. The former [1] aims to select important sentences from the input text and concatenate such extracted ones as a summary. Differently, the abstractive summarization task [2] rewrites the source text and generates a summary that may contain novel words and phrases not featured in the input. For the typical document summarization problem, such as well-structured scientific articles and news, both the extractive and abstractive fashions perform well. Differently, a conversation often consists of utterances coming from two or more interlocutors, where the utterances are often informal, verbose, and repetitive, and sprinkled with false-starts, backchanneling, reconfirmations, hesitations, as well as speaker interruptions [3]. Moreover, the salient information
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the noisy information. However, such a line of noise filtering methods might not be a good choice with recent new pretraining-finetuning paradigms, requiring extra networks apart from the original sequence-to-sequence architecture. In this work, we propose to extend the sequence-to-sequence framework with a negative guided mechanism, which allows a summarization model to explicitly perceive the noises of a source input and then thus pay more attention to the salient information. Specifically, the negative guided mechanism has two main components, i.e., negative example construction and negative guided loss. For the negative example construction, we utilize the ROUGE-1 recall score [13] to select the salient utterances from the input dialogue, and the rest is considered as redundant ones, based on which we construct the negative examples. Then a negative guided loss is designed to cooperate with the sequence-to-sequence likelihood loss to guide the model to perceive the unnecessary pieces as well as to focus more on the salient utterances. Such a mechanism is plausible and thus can be used to equip any sequence-to-sequence framework with no extra networks required. We conducted extensive experiments on the benchmark datasets which demonstrates the proposed method significantly outperforms the baselines with regard to both semantic matching and factual consistent based metrics. The human evaluation also proves the effectiveness.

2. Method

2.1. Problem Formulation

We regard the abstractive dialogue summarization task as a sequence-to-sequence learning problem. The Transformer [9] is adopted as our backbone architecture, where the model encoder takes as input the whole dialogue utterances and the decoder generates a corresponding summary. To be specific, for a dialogue $D = (u_1, u_2, \ldots, u_d)$, consisting of $|D|$ utterances, associated with its corresponding summary $Y = (y_1, y_2, \ldots, y_y)$ in the length of $|Y|$, the goal is to learn the optimal model parameters $\theta$ and to estimate the conditional probability:

$$P(Y|D; \theta) = \prod_{i=1}^{y} p(y_i|y_{1:i-1}, D; \theta)$$

where $y_{i-1}$ denotes the first $i-1$ tokens of the output sequence (i.e., $y_{i-1} = (y_1, y_2, \ldots, y_{i-1})$). Given the training set $(D, Y)$, a model is trained to maximize the log-likelihood by minimizing:

$$\mathcal{L}_{MLE}(\theta; D, Y) = - \sum_{(D, Y) \in (D, Y)} \log P(Y|D; \theta)$$

2.2. Negative Guided Mechanism

An utterance is defined as a salient utterance when the ROUGE-1 recall score [13] between it and the gold summary is zero. For example, the redundant utterance recall score [13] between it and the gold summary is larger than 0.1. The whole corpus are divided into three splits. The training set consists of 14,732 dialogue-summary pairs, while the validation and test set contain 818 and 819 instances individually. We list the detailed data statistics of each split (i.e., training, validation, and test) with regard to average speakers, utterances and words in Table 1.

The proposed negative guided objective, acting as an auxiliary task, can contribute to the primary dialogue summarization task during training phase. The goal is to minimize the loss $\mathcal{L}$, i.e., maximizing the probability of generating the summary $Y$ given the original dialogue $D$, while minimizing the probability of producing $Y'$ given the original dialogue $D$ (i.e., REDUNDANT) or maximizing the probability of producing $Y'$ given negative input sequence (i.e., NULL) which guides the model to pay less attention to the negative signals while more eyes on the salient parts. The final loss is then calculated as:

$$\mathcal{L} = \mathcal{L}_{MLE} + \alpha \mathcal{L}_{NEG}$$

where $\alpha$ is a contribution weight for the negative guided loss, considered as a hyperparameter, and $\beta$ refers to either REDUNDANT or NULL.

The proposed negative guided objective, acting as an auxiliary task, can contribute to the primary dialogue summarization task during training phase. The goal is to minimize the loss $\mathcal{L}$, i.e., maximizing the probability of generating the summary $Y$ given the original dialogue $D$, while minimizing the probability of producing $Y'$ given the original dialogue $D$ (i.e., REDUNDANT) or maximizing the probability of producing $Y'$ given negative input sequence (i.e., NULL) which guides the model to pay less attention to the negative signals while more eyes on the salient parts.
each batch is 800. The base dialogue summarization model used to generate negative sequence for REDUNDANT is first trained on the whole original training set with only likelihood loss for 2 epochs. Then, the model is further trained with both likelihood and negative guided loss for 5 epochs with early stops. Each epoch takes around 0.7 hours on single Tesla P40 GPU. The contribution weight $\alpha$ is set to 0.05 for REDUNDANT and 0.001 for NULL individually. All hyperparameters are set based on the performance of the validation set.

3.3. Baseline

We adopted several previous state-of-the-art abstractive dialogue summarization models as the baseline systems:

- Lead3 is a widely-used method in the extractive document summarization task, which directly takes the first three leading sentences of an input text as its summary. In the dialogue scenario, we also take the first leading three utterances as the summary while the speaker’s name at the beginning of each utterance is removed.
- PTGen [2] equips a sequence-to-sequence generation model with the copy and coverage mechanisms that allows to copy words from the source input.
- FastAbs-RL [17] first selects salient sentences and then employs the reinforcement learning with sentence-level policy gradient methods to rewrite the selected sentences as generated summary.
- BART [10] is a pre-trained sequence-to-sequence Transformer model, with two versions BARTBASE and BARTLARGE. In this work, we adopts the BARTLARGE.

3.4. Automatic Evaluation

The full-length F1-based ROUGE score [13] is often used as the automatic evaluation metric to measure the quality of summary output generated by different systems, which calculates the similarity between the predicted summary and the ground truth via string match. To evaluate the effectiveness of the proposed model and compare it with other baselines, we also used the full-length F1-based ROUGE score as a measure metric. It is worth noting that the ROUGE scores might vary with different ROUGE toolkits. To be specific, we adopted the files2rouge\(^2\) package based on the official ROUGE-1.5.5.p1 perl script to get the full-length ROUGE-1, ROUGE-2 and ROUGE-L F-measure scores. The recent popular automatic evaluation metric for text generation, BERTSCORE [22], is also considered as a complementary for model comparisons\(^3\).

The above metrics mainly focus on the semantic similarity between the system output and the gold summary, based on either string match (e.g., ROUGE) or meaning similarity (e.g., BERTSCORE). Furthermore, we also consider the QuestEval [23] to evaluate the factual consistency between the source input and the generated summary. To be specific, given a dialogue content and a summary, QuestEval first extracts question answers (e.g., named entities) from either the input text or the summary, and then generates natural language questions from the input text or the summary correspondingly conditioned on the extracted answers. A Question Answering (i.e., QA) model is employed to consume the input text to answer the questions derived from the summary, resulting in a score, denoted as the PRECISION score. PRECISION implies that a summary should contain only factual information consistent to the input text. Similarly, the QA model is also applied to address the questions constructed from the input, producing another score, namely the RECALL score, showing that the summary should contain the most important information from the source text. The final QuestEval score is the harmonic mean of the PRECISION and RECALL, i.e., the F1-measure score. We adopted the version\(^4\) with learned weights for questions, which has proved high correlation with human judged consistency and relevance [23].

The results are listed in Table 2, where the highest score for each metric is highlighted with bold. We can see that, in terms of the semantic similarity-based metrics, the REDUNDANT and NULL both lead to significant performance gains (according to the ROUGE scripts, $p < 0.05$), demonstrating the effectiveness of negative guided mechanism. With regard to the factual consistency metric QuestEval, the variant with NULL obtained the highest F1 score, which demonstrates its effectiveness to generate the factual consistent summaries. Comparing the REDUNDANT and NULL, the latter is better than the former for most of the metrics. One possible reason is that, the negative output sequence of REDUNDANT is generated by a already trained dialogue summarization system, which is in a deterministic space. However, the NULL treats the null sequence as a negative output sequence, which fits the abstractive summarization task better, since all but the golden summary are negative signals.

3.5. Human Evaluation

In addition to the automatic evaluation, we also elicit feedback from human efforts to evaluate the generated summaries from different summarization systems. We compared our best performing model (i.e. +NULL) with two baselines, PTGen [2] and BART [10], as well as the gold summary label, that is human reference. 100 dialogues are randomly picked from the test-split of SAMSum dataset. 10 participants are presented with a dialogue and its paired candidate summaries, including human references (denoted as Gold) and the generated outputs by three models individually. For each selected dialogue, they are asked to rank the candidate output from the best (i.e., 1st) to worst (i.e., 4th) with regard to the four criteria as follows:

- **Fluency**: Is the summary grammatically correct?
- **Informativeness**: Does the summary contains the most informative pieces of the dialogue?
- **Succinctness**: Does the summary express in an abstractive way (e.g., without repetitions or redundant pieces)?
- **Consistency**: Is the summary consistent to the dialogue?

Table 3 listed the proportions of different system rankings and mean rank (lower is better). The output of our proposed method is ranked as the most appropriate summary for 30% of all cases. Overall, we obtain lower mean rank than the other two systems yet still lags behind the Gold one. The Fleiss’ Kappa score [24] among participants is 0.524 that proves fair inter-rater agreement.

\(^2\)https://github.com/pltrdy/files2rouge
\(^3\)We use version 0.3.8, with default English setting (roberta-large_1.17_no-sumf_version=0.3.8(hug_trans=4.4.0)-rescaled)
\(^4\)https://github.com/ThomasScialom/QuestEval
Table 1: Data statistics of the dialogue summarization dataset, SAMSum, including the total number of dialogues (#Dial.), the total number of utterances (#Utterance), the average number of participants (#Speaker), the average number of turns (#Turns), the average number of words in the dialogue (#Words (Dial.)) and in the summary (#Words (Summary)).

<table>
<thead>
<tr>
<th>Split</th>
<th>#Dial.</th>
<th>#Utterance</th>
<th>#Speaker</th>
<th>#Turns</th>
<th>#Words (Dial.)</th>
<th>#Words (Summary)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Train</td>
<td>14,732</td>
<td>164,505</td>
<td>2.40</td>
<td>11.17</td>
<td>83.90</td>
<td>20.35</td>
</tr>
<tr>
<td>Valid</td>
<td>818</td>
<td>8,860</td>
<td>2.39</td>
<td>10.83</td>
<td>83.26</td>
<td>20.14</td>
</tr>
<tr>
<td>Test</td>
<td>819</td>
<td>9,212</td>
<td>2.36</td>
<td>11.25</td>
<td>83.87</td>
<td>20.43</td>
</tr>
</tbody>
</table>

Table 2: Automatic evaluation results on the SAMSum test split. * indicates that the results are significantly different from other baselines in terms of ROUGE scores (p < 0.05). PRECISION, RECALL and F1 refer to QuestEval scores, respectively.

<table>
<thead>
<tr>
<th>Model</th>
<th>ROUGE-1</th>
<th>ROUGE-2</th>
<th>ROUGE-L</th>
<th>BERTScore</th>
<th>PRECISION</th>
<th>RECALL</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lead3</td>
<td>31.4</td>
<td>8.7</td>
<td>29.4</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>PTGen</td>
<td>40.1</td>
<td>15.3</td>
<td>36.6</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>DynamicConv + GPT-2</td>
<td>41.8</td>
<td>16.4</td>
<td>37.6</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>FastAbs-RL</td>
<td>42.0</td>
<td>18.1</td>
<td>39.2</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>DynamicConv + News</td>
<td>45.4</td>
<td>20.7</td>
<td>41.5</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>BART</td>
<td>52.6</td>
<td>27.0</td>
<td>42.1</td>
<td>52.1</td>
<td>51.6</td>
<td>28.0</td>
<td>39.8</td>
</tr>
<tr>
<td>+ REDUNDANT*</td>
<td>53.4</td>
<td>28.4</td>
<td>43.4</td>
<td>52.9</td>
<td>52.9</td>
<td>28.0</td>
<td>40.4</td>
</tr>
<tr>
<td>+ NULL *</td>
<td>53.0</td>
<td>28.9</td>
<td>45.0</td>
<td>53.2</td>
<td>55.3</td>
<td>27.3</td>
<td>41.3</td>
</tr>
</tbody>
</table>

Table 3: Human evaluation on SAMSum: proportions of rankings. MR: mean rank (the lower the better).

<table>
<thead>
<tr>
<th>Systems</th>
<th>1st</th>
<th>2nd</th>
<th>3rd</th>
<th>4th</th>
<th>MR</th>
</tr>
</thead>
<tbody>
<tr>
<td>PTGen</td>
<td>0.04</td>
<td>0.15</td>
<td>0.32</td>
<td>0.49</td>
<td>3.26</td>
</tr>
<tr>
<td>BART</td>
<td>0.21</td>
<td>0.24</td>
<td>0.32</td>
<td>0.23</td>
<td>2.57</td>
</tr>
<tr>
<td>Ours</td>
<td>0.30</td>
<td>0.27</td>
<td>0.25</td>
<td>0.18</td>
<td>2.31</td>
</tr>
<tr>
<td>Gold</td>
<td>0.45</td>
<td>0.34</td>
<td>0.11</td>
<td>0.10</td>
<td>1.86</td>
</tr>
</tbody>
</table>

4. Related Work

4.1. Document Summarization

Automatic document summarization aims to condense a document into its shorter version where the salient information is retained, often divided into two categories: extractive and abstractive summarization. The extractive summarizer learns to find the informative sentences from the input as its summary, which can be viewed as a sentence ranking problem [25, 26]. The abstractive summarization task learns to generate summaries by rewriting the input, which is a typical sequence-to-sequence learning problem [2, 10, 27]. This work focuses on summarizing dialogues from a sequence-to-sequence learning perspective.

4.2. Dialogue Summarization

The dialogue summarization task is to summarize conversations from multiple interlocutors. [7, 28] designed hierarchical structures to model the conversational utterances from different turns. Recent research progresses utilized the conversational analysis to improve the summarization performance, such as topical information [29, 30, 19, 31], dialogue acts [32] and coreference information [33], which mainly force a summarizer to dig into the salient utterances yet ignoring the redundant parts. Unlikely, this work proposes to utilize the redundant utterances as negative signals to guide the model to focus more on the salient ones.

4.3. Text Generation with Negative Signals

[14] proposed a novel unlikelihood training for text generation, which forces a generation model to assign lower probabilities to unlikely tokens or sequences, such as repetitions and high frequent tokens. [34] applied such a mechanism to the dialogue domain in order to improve the logical consistency of the generated dialogues. [35] proposed a negative training framework to address the malicious and generic responses in dialogue generation models. A base text generation model [14, 34, 35] is designed to identify “bad” or “unlikely” input-output pairs as negative examples. [36] constructed negative examples for text generation tasks by artificially injecting the targeted errors to the ground-truth. This work borrows the idea of negative training to the abstractive summarization task and proposes new negative example construction methods.

5. Conclusion

The abstractive dialogue summarization task plays an important role in speech community. A dialogue usually consists of utterances coming from multiple interlocutors, where the conversation often contains much noisy information, such as repetitions, false-starts, backchanneling, reconfirmations, hesitations, as well as speaker interruptions, which raises new challenges to directly adopt the sequence-to-sequence framework to summarize dialogues. In this work, we propose a negative guided mechanism to make a model explicitly perceive such noise information and thus focus more on the salient utterances. Both automatic and human evaluation have demonstrated the effectiveness of the proposed mechanism. In the future, we plan to explore other approaches to constructing negative examples and other possible solutions to utilizing such negative signals.
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