Toward Corpus Size Requirements for Training and Evaluating Depression Risk Models Using Spoken Language

Tomek Rutowski, Amir Harati, Elizabeth Shriberg, Yang Lu, Piotr Chlebek, Ricardo Oliveira
Ellipsis Health
{tomek, amir, liz, yang, piotr, ricardo}@ellipsishealth.com

Abstract

Mental health risk prediction is a growing field in the speech community, but many studies are based on small corpora. This study illustrates how variations in test and train set sizes impact performance in a controlled study. Using a corpus of over 65K labeled data points, results from a fully crossed design of different train/test size combinations are provided. Two model types are included: one based on language and the other on speech acoustics. Both use methods current in this domain. An age-mismatched test set was also included. Results show that (1) test sizes below 1K samples gave noisy results, even for larger training set sizes; (2) training set sizes of at least 2K were needed for stable results; (3) NLP and acoustic models behaved similarly with train/test size variations, and (4) the mismatched test set showed the same patterns as the matched test set. Additional factors are discussed, including label priors, model strength and pre-training, unique speakers, and data lengths. While no single study can specify exact size requirements, results demonstrate the need for appropriately sized train and test sets for future studies of mental health risk prediction from speech and language.
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1. Introduction

Depression is a rising global health concern associated with high levels of burden on individuals, families and society [1][2]. To help fill gaps in patient care, research has explored whether technology can be used for remote care management tasks including patient screening and monitoring. Spoken language has been of particular interest because it is natural, requires only a personal device, and offers cues from both language and acoustic-prosodic information [3][4][5][6]. Privacy constraints on health data present a challenge for obtaining and sharing large labeled data sets; this is particularly true for spoken (as opposed to written) language. As a result, while valuable progress has been made through research and common corpora [7][8][9][10][11][12], most past studies on depression and spoken language are based on small amounts of data. The number of labeled sessions typically ranges from below 50 [18] to 600 [4]. Recording lengths per label have also been investigated. Performance metrics include F1, AUC, accuracy, precision, recall and sensitivity, specificity, MAE, and RMSE [13][19][20][21]. Studies often use test and development sets that are matched to the training data in collection characteristics. Given the limited data available, it is not unusual to obtain large differences between development and test results [8][22].

In clinical applications, it is critical to estimate model robustness. Depression risk prediction from spoken language offers promise, but corpus size limits in research make it difficult to estimate performance in the wild. Variability around test set performance needs to be better understood. This study provides results on performance variability as a function of both test and training set size. Results use a large corpus that supports a range of sample sizes for both train and test sets. While it is not feasible to provide absolute guidelines for studies differing in corpora, models, and other factors, the goal is to share a set of reference results in this domain, and to illustrate the need for larger data sets in future work.

The metric used is AUC for binary classification; data set sizes too small to support this metric will also be too small for larger class counts or for regression. The study includes two model types: one based on information from natural language processing (NLP model) and the other based on information from the speech signal (acoustic model). Both utilize current deep learning approaches in the literature to provide a general idea of how such models perform. The study also includes results for both matched versus mismatched evaluation data.

2. Method

2.1. Data

The current study requires large amounts of depression-labeled spoken language from which to sample a wide range of train and test set sizes. A large number of speakers is needed to allow training, development and test partitions with no speaker overlap, and to represent speaker variation in samples of different sizes. Despite the availability of common corpora for depression prediction from spoken language [7][8][9], no common datasets meeting these criteria were available. For this reason, the study utilizes American English data from Ellipsis Health. The data cannot currently be shared due to privacy restrictions; Ellipsis Health is exploring ways to collect less restricted data in the future. Note that the goal of the paper is to share information on general data size effects rather than to benchmark performance. It is believed that for the former purpose, the use of proprietary data is appropriate.

2.1.1. “General population” (GP) corpus

The primary corpus in the study is referred to as the “general population” corpus. (The term is not meant to imply overarching demographic coverage). Table 1 shows...
information on corpus partitions. There is no speaker overlap across partitions. Speakers in this set ranged in age from 18 to 65 with a mean age of 33. Participants were recruited from all 50 states in the U.S. Speakers were paid to interact for roughly five minutes with a software application on their personal device. The application posed personal questions on different topics such as “concerns” and “home life”. Users answered by speaking freely in response to the questions. Speakers initiated the start and end points of their responses in the application. The average number of responses per session was 4.6. Responses in this collection averaged about 80 seconds, which corresponds to roughly 180 words in length. The sum of train, development and test responses is 65K.

2.1.2. “Senior population” (SP) corpus

A second Ellipsis Health corpus was included to provide an example of train/test mismatch in the study. The corpus will be referred to as the Senior Population (SP) corpus because speakers came from a retirement community. Statistics are shown in Table 1. Patients in this collection used an application similar to that described for the GP data. Speakers ranged in age from 45 to 75 (99% of data), with a mean age of 64. In contrast to the GP data, participants came from a specific community in California, and met on site with study administrators to receive instructions. Unlike the GP collection, participants in the SP corpus signed on to participate for six sessions. They were compensated based on their actual participation. Patients in this study used different devices than were used in GP collection. The average number of responses per session was 6.0; responses averaged 35 seconds and 76 words in length.

2.1.3. Depression risk class labels

For both the GP and SP corpora, class labels were obtained from the PHQ-8, a version of the Patient Health Questionnaire (PHQ-9) [23] after the suicidality question was removed. Participants completed the PHQ-8 in the application, after providing their spoken responses. PHQ-8 outcomes were then thresholded for binary classification. Following a clinical standard [24][25], scores at or above 10 were mapped to positive for depression risk and scores below 10 were mapped to negative for depression risk.

2.2. Study design

2.2.1. Train and test sizes

The unit of data was the response. Training data was sampled from the GP-train subset (51K responses). Five training sizes were defined: 200, 500, 1K, 2K, 5K and 7K. Crossing the train with the test sizes results in 30 conditions. As described earlier, most past work has used data set sizes near or below 500. By including much larger set sizes, the study aims to discover how additional data reduces performance variability.

2.2.2. Sampling within train/test size pairs

For each train/test size pair (for example 500 train and 1K test), 25 experiments were run. The 25 experiments are the result of crossing five random samplings for the training size with five random samplings for the test size. Random sampling was done with replacement. The purpose of the 25 experiments is to estimate the variability of results given a fixed model and a fixed training/test size pair. The number 25 was chosen to balance estimation and feasibility.

2.2.3. Development data (fixed size)

For all experiments, a fixed development set of 7K responses was used. The reason for using a fixed development set was that there were over 2,000 unique experiments to run. The reason for using a large development size was to avoid biasing results using a possibly poor fixed random sampling for each of the test sizes. A consequence of using this large development set is that variability in performance in the study is underestimated—particularly for the smaller data sizes as also noted in Figure 1.

2.3. Models

2.3.1. NLP Model

The goal of including the NLP model is to help predict trends for NLP models generally in this domain. For the NLP task, the speech signal was first transcribed using a publicly available ASR service. Word error rate was roughly 20%. From internal experiments, it was observed that high ASR error rates were tolerated by the NLP model; this is likely based on good cue redundancy. The NLP model is based on a transformer architecture and takes advantage of transfer learning from a language modeling task [26]. A DeBERTa [27] pre-trained model is used. It was chosen because it outperforms RoBERTa [28], ALBERT [29], BERT [30], in our experiments. DeBERTa has the advantage of having fewer (435M) parameters relative to other comparable models, while still providing good performance. This was useful given the large number of experiments to run. The DeBERTa model used in this paper is pre-trained on over 80GB of text data from the following common corpora: Wiki, Books and OpenWebtext. The input context window was 512 long and the tokenizer was trained for 128K tokens.

For fine-tuning, a predictor head was attached to the language model and a binary classifier was trained. For all experiments, all hyperparameters other than the learning rate were fixed. The learning rate was set proportionally to the amount of training data for each experiment (grid search approach). Early stopping was used to avoid extensive runtime utilization. Additional information on earlier versions of this model can be found in [31] and [32].
2.3.2. Acoustic Model

The goal of including an acoustic model is to represent how acoustic and signal-based models may behave generally in this domain. The acoustic model used is based on an encoder-decoder architecture. Models using other deep learning architectures, including long-short term memory (LSTM) and convolutional neural networks (CNNs) performed less well in separate experiments. The acoustic model works in two stages. Speech is first segmented every 25 seconds. The model learns a latent representation at the segment level, using filter-bank coefficients as input. Representations are then fused to make a prediction at the response or session level. Model training uses transfer learning from an automatic speech recognition (ASR) task. The ASR decoder is discarded after the pre-training stage; the encoder is fine-tuned along with the predictor layer.

The encoder consists of a CNN followed by layers of LSTM. The predictor layer uses a Recurrent CNN (RCNN) [33]. The last layer of the RCNN module is used as a vector representation of a given audio segment. It is passed along with other representations of the same session to a fusion module that makes a final prediction for the session. The fusion model uses a max operation on all vectors to obtain an aggregate representation for the session, and then uses a multilayer perceptron to make a final prediction. Information on earlier versions of this model can be found in [32] and [34].

3. Results and Discussion

3.1. Effect of test set size

Results of the experiments are shown in Figure 1. Figure 1-(a) depicts results for training and testing on the GP data. Figure 1-(b) shows results for training on the GP data and testing on the SP (i.e. unmatched) data. Each vertical bar displays the mean AUC and 2 standard deviations above and below the mean for 25 randomly drawn train/test sets using the indicated train and test sizes. For example, the first bar on the left of Figure 1-(a) shows results for the acoustic model, GP train size 200, GP test set size 200, using 25 samplings for those set sizes. Of the 6 test sets evaluated (200, 500, 1K, 2K, 5K and 7K), only 4 (200, 1K, 2K, 7K) are shown due to space constraints. The results for test size 500 were close to those for set size 200. Results for test size 5K were close to those for test size 7K. All experiments use a fixed, large 7K development set to limit the number of conditions and to focus on comparisons of test sizes without worrying about development sets being too small to be reliable. The variability shown is thus likely to be an underestimate of variability in experiments conducted with development sets smaller than 7K.

3.2. Effect of train set size

For training sizes of 200 and 500, both models show low mean AUC and high variance. The models differ in amount of training data needed to see an appreciable increase in mean AUC. Whereas the NLP model shows a mean AUC increase at 2K, the acoustic model shows a mean AUC increase at the next shown step, or 20K. This difference may reflect differences in model pre-training. The NLP model uses a transformer-based model pre-trained on 80GB of text data. The acoustic model is pre-trained on 1K hours of speech.

Note that the amount of required test data decreases as the amount of training data increases. For models trained on only 2K data points, a test set of at least 7K data points was required to obtain stable results. An overall suggestion based on these observations pertains to estimating the value of additional data. One method is to use trends based on performance variability from past sets, and assess the gain from new data. The recommendation here is to evaluate not based on only a single obtained performance value, but rather on the variability in performance observed when sampling multiple times from the added data.

3.3. Example with train/test mismatch

To provide an example of results in the case of a mismatch between training and test data, Figure 1(b) shows the same experimental conditions as 1(a), but replacing GP test data...
with SP test data. There was no model tuning or retraining for the SP data. As would be expected, overall performance is lower than for matched test data. Nevertheless, the pattern of variation in AUC with train and test sizes is remarkably similar to that for the matched data.

### 3.4. Significance testing for training set size

To test for significant differences in the mean AUC across set sizes in the study, an unpaired two-sided unequal-variance Welch’s t-test was used to compare the 25 AUC results in one train/test size to the 25 AUC results of the next adjacent train/test size. Due to space limitations, results for variation in training size are reported while fixing test set size to 200, 500, 1K, 2K, and 5K. For each test set size, the following comparisons for adjacent steps in the experiment training sizes were compared: 200 to 500, 500 to 2K, and 2K to 20K. This resulted in 3 training-size comparisons for each of the 5 different test sizes. All of the resulting 15 t-tests yielded significant differences at $p \leq 0.001$, showing that a step up in training data size produced a significant increase in AUC.

### 3.5. Variability tolerance and chance performance

Table 2 and Table 3 provide examples of the amount of data needed in this study for two different tolerances of AUC variability around the mean. Consider a mean AUC of 0.70; a 5% tolerance gives a range from 0.675 to 0.735 whereas 20% gives a range from 0.63 to 0.77. To compare experiments close in performance it seems more useful to use a tolerance closer to 5%. Table 2 shows the minimum test size for NLP and acoustic models as training size changes to obtain AUC variations of less than 5% around the mean (2.5% above and below). For small training sizes there is no test size (up to 7K in the experiments) that results in a less than 5% relative AUC variation. The NLP model was better overall, but differences in speaker characteristics (demographics, medical conditions, dialects, and so on) all affect the levels of variability in the data. Data requirements are also affected by model quality: better models generally show lower variation for a fixed amount of test data. Additional factors affecting the amounts of data needed include audio quality and variability, speaking styles, task and metrics, and speech recognition performance, among others.

### Table 2. Test sizes needed for a 5% relative AUC variation. NA means there is no set large enough to satisfy the requirement.

<table>
<thead>
<tr>
<th>Model</th>
<th>Train-200</th>
<th>Train-500</th>
<th>Train-2K</th>
<th>Train-20K</th>
<th>Train-50K</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acoustic</td>
<td>NA</td>
<td>NA</td>
<td>5,000</td>
<td>2,000</td>
<td></td>
</tr>
<tr>
<td>NLP</td>
<td>NA</td>
<td>7,000</td>
<td>1,000</td>
<td>1,000</td>
<td></td>
</tr>
</tbody>
</table>

### Table 3. Test sizes needed for a 20% relative AUC variation. NA means there is no set large enough to satisfy the requirement.

<table>
<thead>
<tr>
<th>Model</th>
<th>Train-200</th>
<th>Train-500</th>
<th>Train-2K</th>
<th>Train-20K</th>
<th>Train-50K</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acoustic</td>
<td>2,000</td>
<td>500</td>
<td>500</td>
<td>200</td>
<td>200</td>
</tr>
<tr>
<td>NLP</td>
<td>NA</td>
<td>500</td>
<td>500</td>
<td>200</td>
<td>200</td>
</tr>
</tbody>
</table>

### 4. Conclusions and Future Directions

Spoken language technology offers promise for remote screening and monitoring of depression risk. Despite valuable progress in research studies, the use of small datasets makes it difficult to estimate performance robustness for clinical applications. Results from a fully crossed design of different train/test size combinations revealed several useful findings. First, test sizes below roughly 1K data points yielded too much variability. Second, training size results stabilized after about 2K samples. Values for minimum set sizes were given for different levels of tolerance in the amount of AUC variation. Third, NLP and acoustic models showed similar patterns with respect to train and test sizes. A difference was seen in terms of the amount of data needed for each model to begin to perform well. The NLP model was better overall, but the acoustic model was better able to cope with the small sample sizes (200, 500) that reflect the size of data used in almost all past studies. Fourth, results from testing on mismatched data showed a similar pattern of AUC variation to those in the matched data experiments, despite a lower overall performance for SP data.

Future work should focus on the need for larger train and test set sizes. Better understanding is needed of how various factors that influence the size requirements behave. Factors include but are not limited to: the nature of the data, class priors, model strength and pre-training, number of unique speakers, data lengths, and the metrics used in classification or regression. Overall, this study serves to provide a first set of reference results for performance robustness under a wide range of train and test data sizes. Results help estimate the level of benefit that can be achieved by using larger corpora in future studies of depression risk based on spoken language.
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