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Abstract

Audio-visual automatic speech recognition (AV-ASR) extends speech recognition by introducing the video modality as an additional source of information. In this work, the information contained in the motion of the speaker’s mouth is used to augment the audio features. The video modality is traditionally processed with a 3D convolutional neural network (e.g. 3D version of VGG). Recently, image transformer networks [1] demonstrated the ability to extract rich visual features for image classification tasks. Here, we propose to replace the 3D convolution with a video transformer to extract visual features. We train our baselines and the proposed model on a large scale corpus of YouTube videos. The performance of our approach is evaluated on a labeled subset of YouTube videos as well as on the LRS3-TED public corpus. Our best video-only model obtains 34.9% WER on YTDEV18 and 19.3% on LRS3-TED, a 10% and 9% relative improvements over our convolutional baseline. We achieve the state of the art performance of the audio-visual recognition on the LRS3-TED after fine-tuning our model (1.6% WER). In addition, in a series of experiments on multi-person AV-ASR, we obtained an average relative reduction of 2% WER over our convolutional video frontend.

Index Terms— Audio-visual speech recognition, lip reading, video transformer, deep learning.

1. Introduction

Many real-world applications of speech recognition operate on a video input (e.g. YouTube videos, webcasts, internet streams, TV broadcasts). Audio-visual automatic speech recognition (AV-ASR, [2, 3, 4]) adds the video modality to the traditional speech recognition. It has been shown that the video may help recognition, especially in adverse audio conditions [4]. The extreme case occurs when the audio is unavailable, a scenario known as lip reading [5].

A typical end-to-end system for AV-ASR requires a strong visual feature extractor – the video front-end. This critical component of the AV-ASR system encodes the movements of the speaker’s lips movements into the features used downstream for recognition. Usually, the video front-end is a trainable 3D convolutional network (e.g. a 3D variant of VGG, [6]).

In order to improve the video front-end, we draw inspiration from the recent works in the area of NLP. A self attention-based [7] transformer [8] architecture was proposed for a variety of sequential tasks. The transformer was instrumental for developing strong NLP [9, 10] and ASR [11] systems. In the area of computer vision the convolutional networks are the model of choice for image processing. Recently, it has been shown that a transformer architecture (vision transformers, ViT, [11]) is viable for image classification. The proposed transformer is able to achieve parity or superior performance to the convolutional networks. Later, this work was extended to the video classification [12, 13].

Inspired by the success of vision transformers, we propose to use a transformer-based architecture for the video front-end of the AV-ASR system. We design a video transformer front-end which takes a sliding 3D window of the video. This window is split into 3D patches of the size 32x32x8 pixels. Then following [1, 12], we apply an affine transform to the patches followed by a transformer encoder.

This work extends our workshop paper [14]. We add the experiments with a stronger conformer [15] encoder. We conduct extra experiments on the LRS3-TED with the artificially added noise.

Compared to our previous work in [14], the contributions of this paper are:

- We test the feasibility of the transformer-based video front-end for the AV-ASR and lip reading. We design a model that uses an off-the-shelf transformer for the video encoding.
- We experimentally evaluate the proposed model. We train on a large scale dataset of YouTube videos. We experiment with the transformer encoder and the conformer audio-visual encoders. We evaluate on the YTDEV18 and LRS3-TED datasets. The experiments show that the transformer video front-end works at least as good as the convolution. Moreover, we achieve the state of the art performance on the LRS3-TED dataset after fine-tuning our model.
- We investigate the proposed model for the multi-person data. Our model outperforms the convolution baseline.

2. Related Work

Audio-Visual Automatic Speech Recognition. Audio-visual speech recognition [2] made significant progress thanks to the introduction of the end-to-end approaches [16, 17, 4]. Using deep neural networks and end-to-end training allowed these and other works to tackle audio-visual speech recognition “in the wild”, i.e. unconstrained open-world utterances.

Recently, a remarkable work [18] achieved the state of the art on the tasks of audio-visual speech recognition and lip reading by combining CTC [19] and seq2seq [7] losses with a conformer network [15].

Transformer-Based Models for Video. Since the attention-based [7] transformer architecture was introduced in [8], it quickly became a model of choice for natural language processing [9, 10]. Later, it was employed for other sequence modeling tasks, such as speech recognition [11]. A highly influential paper on visual transformers, ViT, [11], was the first work demonstrating that the transformer architecture performs at least as well as convolutions.
Next, the visual transformer was extended from still images to video [12, 20, 21], in particular for tasks such as video classification and action recognition. In contrast to these works, this paper focuses on a sequence-to-sequence task. While the sequence output provides a signal stronger than classification, the task is harder due to the fact that the network is required to learn the alignment.

3. Model

In this section we outline the general pipeline for the audio-visual ASR used in our experiments. Then, we describe the video front-ends, which is a focus of this paper. We introduce the baseline convolutional front-ends and the proposed transformer-based video front-end.

3.1. Common A/V ASR Model Architecture

The common A/V-ASR pipeline (Fig. 1) is shared between all of our experiments. The source videos have varying frame rates in the range from 23 to 30 frames per second. In order to synchronize the features, we re-sample the video frames at the frequency of the audio features (33.3Hz) using the nearest neighbor interpolation. Then, we crop the videos centering near the mouth region to produce frames of the size $128 \times 128$. The video is fed then into the video front-end (Section 3.2) which yields the video features $V \in \mathbb{R}^{T \times D_v}$.
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Fig. 1: An overview of end-to-end AV-ASR and lip reading models. The video is encoded with a video front-end. The visual features and the acoustic features are concatenated and fed through the AV encoder to be used for the RNN-T loss.

3.2. Video Front-Ends

The pre-processed video is fed into a video front-end. In this work we use two types of the video front-ends: the baseline (2+1)D convolutional network and the video transformer network.

3.2.1. (2+1)D ConvNet Baseline

Our baseline system uses a VGG 3D front-end [4] with the following change. We decompose each filter into the spatial and temporal dimensions. For example, a $[3, 3, 3]$ filter becomes two filters $[1, 3, 3]$ and $[3, 1, 1]$. This modification reduces the memory requirements and regularizes the model. In all our experiments we use a 10 layer convolutional network. We refer to this baseline as the VGG (2+1)D.

3.2.2. Video Transformer Front-end

One of the goals of our design of the video transformer is to reuse the available implementations of the transformer architecture. We aim to use the minimal number of modifications for the existing models. This model is visualized in the Fig. 2.

The transformed tensor of patches is combined with relative positional embeddings and yields a sequence of features $P^f \in \mathbb{R}^{T \times N \times D_v \times P^c}$, where $W_{flat}P^f + b$ yields a sequence of features $P^{final} \in \mathbb{R}^{T \times N \times D_v \times D_c} (D_c = 512)$. The transformed tensor of patches is combined with relative positional embeddings (we found that the relative and the absolute positional embeddings have the same performance). Finally, we run a transformer encoder over the $N$ dimension treating the $T$ as the batch dimension. We use a 6 layer transformer encoder [8]. Each layer consists of the self-attention and the feed-forward layer, which are combined with the layer-norm and a residual connection.

Finally, we take the first output of the transformer encoder and discard the rest thus producing a set of the video features $V \in \mathbb{R}^{T \times D_v}$.

1Kernel sizes are: 23, 64, 230, 128, 460, 256, 921, 512, 460, 512.
4. Experiments

In this section we describe our experiments and report the results. We started by training a lip reading system (Section 4.1) with a transformer and conformer encoders. In both cases the proposed video transformer front-end outperforms the convolutional baseline. Then, we train an audio-visual model using both input modalities. We find that the video transformer matches the baseline or performs slightly better than the baseline.

**Datasets.** We train on a dataset mined from public YouTube videos. We use a semi-supervised procedure proposed in [23] and adapted to include videos in [4, 24]. This procedure extracts short segments of the video where the force-aligned user uploaded transcript matches the production quality ASR system with high confidence. Then, only the segments are kept where the video track matches the audio with high confidence. The resulting dataset contains about 90k hours of transcribed video segments limited to 512 frames (15 seconds).

A separate set of YouTube videos is used for the development and eval sets. These videos were transcribed by professionals – the YTDEV18 set [4]. In order to compare to prior publications, we use the LRS3-TED [25] eval set.

**Training.** In all our experiments we use the batch size 8 and the Adam [26] optimizer ran synchronously on 128 accelerators (totaling the batch size of 1024). We use the multi-style training (MTR, [27]), which increases robustness to the noise.

The transformer models were trained with the following learning rate schedule. First, the learning rate linearly warmed up to $1e^{-4}$ for the first 30,000 iterations. Then, it is constant until iteration 200,000. Finally, it is annealed exponentially down to $1e^{-6}$ until iteration 300,000.

The conformer models use the learning rate schedule which warms up linearly and then anneals exponentially. The maximum learning rate is $1.7e^{-2}$ and the number of warm up iterations is 15,000.

### 4.1. Lip Reading

We summarize our findings for the lip reading models in Table 1. The proposed ViT 3D model model outperforms the VGG baseline when using the transformer encoder (4% relative improvement on YTDEV18 and 8% on LRS3-TED) and the conformer encoder (10% improvement on YTDEV18 and 9% on LRS3-TED). Furthermore, our models outperform the previous publications [4, 18, 28] with a caveat that we use a different training set.

From these experiments we conclude that the ViT is able to provide strong visual features for the lip reading task.

### 4.2. Audio-Visual Automatic Speech Recognition

The experiments on the combined audio and video follow the same protocol as the lip reading with an exception that the encoder concatenates the audio features to the extracted video features. Then we artificially add the audio noise to the YTDEV18 (following [4]). We add the babble noise of signal-to-noise ratios 20dB, 10db, and 0dB. The noise was drawn from the NoiseX database [29]. Then, we overlap a fixed random utterance from the test set (denoted “Overlap”). The results are summarized in Table 2.

We find that our ViT front-end matches the performance of the VGG baseline. When using the transformer encoder we observe a slight increase in the performance for 0dB noise condition.

The lower part of the table refers to a stronger conformer encoder. The ViT front-end is able to match the convolutional front-end.

For both the transformer and conformer encoders we see a small dip in the performance for the overlap noise. One of possible reasons for this is that the model is trained with MTR which mitigates the babble noise but not the overlap noise. Notice that the system is still able to improve upon the video-only setup in Table 1 (29.9% vs 31.4%).

### 4.3. Multi-Person Audio-Visual Recognition

In this section, we briefly summarize our model applied to multi-person A/V ASR. We closely follow the setup in [30, 31], where multiple videos are encoded with the shared video front-end followed by the attention to choose the active speaker. The evaluation sets were artificially constructed by mixing the existing sets. The audio and video is taken from one utterance, then several (2, 4, or 8) video distractors are added.

We report the WER results with a varying number of video distractor speakers in the Figure 3. The solid lines are the baseline VGG video front-end, and the dash lines stand for the proposed ViT front-end. Our model outperforms the baseline in the majority of conditions.
Table 1: Lip-reading performance, %WER. The proposed model (ViT 3D) outperforms the convolutional baseline (VGG) for both the transformer and conformer encoders.

<table>
<thead>
<tr>
<th>Model</th>
<th>YTDEV18</th>
<th>LRS3-TED</th>
</tr>
</thead>
<tbody>
<tr>
<td>TM-seq2seq [28]</td>
<td>–</td>
<td>58.9</td>
</tr>
<tr>
<td>ResNet+Conf [18]</td>
<td>–</td>
<td>43.3</td>
</tr>
<tr>
<td>RNN-T [4]</td>
<td>48.5</td>
<td>33.6</td>
</tr>
</tbody>
</table>

Transformer encoder:
- VGG (2+1)D: 40.5, 28.2
- ViT 3D: 38.8, 25.9

Conformer encoder:
- VGG (2+1)D: 34.9, 20.0
- ViT 3D: 31.4, 17.0

Table 2: Audio-visual ASR performance, %WER. (∞dB) is the clean subset; 20dB, 10dB, 0dB – data with artificial noise added; “Overlap” – contains overlapped utterances. The proposed ViT model matches the VGG baseline.

<table>
<thead>
<tr>
<th>Model</th>
<th>∞dB</th>
<th>20dB</th>
<th>10dB</th>
<th>0dB</th>
<th>Overlap</th>
</tr>
</thead>
<tbody>
<tr>
<td>Audio-only</td>
<td>16.5</td>
<td>17.0</td>
<td>19.8</td>
<td>42.9</td>
<td>35.0</td>
</tr>
</tbody>
</table>

Transformer:
- VGG (2+1)D: 14.4, 14.5, 15.6, 23.4, 31.2
- ViT 3D: 14.4, 14.6, 15.6, 23.1, 31.9

Conformer:
- VGG (2+1)D: 13.6, 13.7, 14.5, 19.3, 29.3
- ViT 3D: 13.4, 13.5, 14.3, 19.3, 29.9

4.4. Audio-Visual Recognition on LRS3-TED and Fine-Tuning

The LRS3-TED tends to have higher audio quality compared to the majority of the YouTube videos we use for training. In order to close this gap, we fine-tune our models on the LRS3-TED training set. More specifically, we train our models for 10,000 steps on a 50-50 mix of the YouTube and the LRS3-TED training data. We use the maximum learning rate of 1e-5 which was warmed up linearly from 0 across the first 200 steps and then held constant.

The results for AV are reported in Table 3. The fine-tuned transformer model matches the previous state of the art [18] for supervised models. The conformer-based models are reported in the lower section of Table 3. We found that the audio signal is strong enough to achieve the WER of 1.6%. Both the baseline AGG AV-ASR and the proposed AV ViT models match this result which demonstrates that the performance on TED is nearly saturated. Therefore, we corrupt the LRS-TED test set by adding the babble noise of 20dB, 10dB, and 0dB. The performance of the audio only model rapidly drops down to 6.1% for 0dB noise. In comparison, the AV models score 3.1% and 2.9% for the VGG and ViT front-ends.

As a side note, we were surprised that all the tested models performed so well in the presence of the 0dB babble noise (compare this to the performance drop in Table 2). The main reason for this is the very high quality of the audio.

Finally, we did not observe any benefit in fine-tuning our lip reading models on LRS3-TED. We hypothesise that the domain shift between our train data and the LRS3-TED test set is the greatest for the audio modality (clean, professionally recorded audio).

Table 3: AV-ASR performance on the LRS3-TED dataset. Models denoted with * are trained on a large dataset of YouTube videos. † denotes self-supervised pre-training. All conformer models are fine-tuned for the TED data.

<table>
<thead>
<tr>
<th>Model</th>
<th>WER, %</th>
<th>20dB</th>
<th>10dB</th>
<th>0dB</th>
</tr>
</thead>
<tbody>
<tr>
<td>TM-CTC [28]</td>
<td>27.7</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>EG-s2s [32]</td>
<td>6.8</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>RNN-T [4]</td>
<td>4.5</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>ResNet+Conf [18]</td>
<td>2.3</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>AV-Hubert [33]†</td>
<td>1.3</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

Transformer encoder:
- VGG (2+1)D*: 3.3, 3.3, 3.4, 6.4
- ViT 3D*: 3.3, 3.3, 3.3, 6.2
+ fine-tune: 2.3, 2.4, 2.6, 5.1

Conformer encoder:
- audio-only*: 1.6, 1.5, 1.8, 6.1
- VGG (2+1)D*: 1.6, 1.7, 1.8, 3.1
- ViT 3D*: 1.6, 1.6, 1.7, 2.9

Fig. 3: WER for multi-person recognition on YT_18 data.

5. Conclusions
We compared a transformer-based front-end for video encoding to the convolutional front-end. We conclude that the transformer is a promising new architecture that is at least as good as the convolution. Furthermore, the ViT outperforms the convolutional baseline in certain settings, such as lip reading and the noisy LRS3-TED.

We fine-tuned our models on the public LRS3-TED dataset. This allowed the state of the art results on this set. We observed that the proposed ViT model outperforms the convolutional baseline and the audio-only recognition.

We are unable to use the LRS2-BBC dataset due to licence restrictions, which prohibits the dataset use by the private and industry researchers. Therefore, we cannot directly compare to some of the previously reported results.

6. Safe AI Principles
We are aware of the sensitive nature of the AV-ASR research and other AI technologies used in this work. Therefore, we ensure that this work abides by the Google AI Principles [34].
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