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Abstract

Speech emotion recognition (SER) is being actively developed in multiple real-world application scenarios, and users tend to become intimately connected to these services. However, most existing SER models are vulnerable against a growing diverse set of adversarial attacks. The degraded performances can lead to dreadful user experiences. In this work, we propose a self-supervised augmentation defense (SSAD) strategy to learn a single purify network as a general front-end to neutralize adversarial distortions without knowing the types of the attack beforehand. We show that our approach can robustly defend against two different gradient-based attacks at various intensities on the well-known IEMOCAP. Further, by examining metrics of protection efficacy and recovery rate, our approach shows a consistent protection behavior to prevent adverse outcomes and is capable to recover samples that are wrongly-predicted before purification.
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1. Introduction

Speech emotion recognition (SER) is being actively deployed in real-world settings, as a result, developing robust SER has naturally become an important research topic. In the past, researchers have mostly worked on mitigating performance drops due to unwanted and unaccounted variations, e.g., small-scale training corpus [1], distinct contextualized settings [2], wide ranges of cross-corpus scenarios [3, 4], and even semantic mismatch in emotion labeling [5], etc. Exemplary works include the use of very-deep structures [6, 7], generative models [8, 9, 10], adversarial learning [11], and transfer learning approach [12]. Most of these contemporary methods rely on deep learning of various network complexities to handle issues of non-robust variations to achieve reliability [13].

As these SER models begin to be deployed in diverse scenarios, intentional malicious attacks become an emerging robustness issue for model usability [13]. Deep learning-based models are vulnerable to attacks of gradient distortions. These gradient distortions would fatally degrade the model’s performance while being spotless, e.g., in domains of anti-spoofing [14], speaker verification [15], and image classification [16, 17].

There has not been similar research in SER that addresses the non-robust issue due to adversarial distortions only until recently [18, 19] as it has become obvious that SERs are vulnerable to these adversarial attacks as well [20]. For instance, Saurabh was one of the first works that propose to impose a regularization term derived from the adversarial training to smooth the model prediction [21]. More recently, another straightforward and effective defense mechanism is to expose the SER model to adversaries at training, e.g., Ren et al. [18] proposed to train a defense model by augmenting the training dataset with attack samples along with a feature similarity loss to safeguard the performance of the trained SER under adversarial attacks.

However, these current SER defend strategies only guarantee protection against a specific (seen) type of adversarial attack at a pre-determined intensity. While achieving promising performances, considering the growing variants of adversarial attacks, where each can come at a different intensity, this combinatorics makes training a defense model for every case impractical. Hence, developing a method that operates without knowing the downstream SER model and the type of attacks beforehand is more desirable. In this work, we propose to use a self-supervised augmentation defense (SSAD) algorithm that learns to neutralize the gradient distortions of speech representation against adversarial attacks without knowing the attack types. First, we augment self-supervised variants of gradient distorted samples, and by learning a purify network to sanitize these distortions, we can use this single purify network as a general-purpose front-end to neutralize adversaries. This concept is similar to developing vaccines, i.e., by engineering variants of viruses (gradient distortions) and invoking corresponding protection (purify network), one simply needs to be vaccinated to be immune to the (gradient-based) virus.

Specifically, at the training stage, we generate adversaries using a self-supervised augmentation (SSA) procedure at each iteration, then optimize the purify network by removing these gradient-based distortions. At the inference stage, we only need to apply the purify network to sanitize the input sample which allows it to be applied generally to different downstream SER models of the same input. According to our experiments, our proposed SSAD achieves consistently robust results under two different types of attack with versatile intensities whereas the recent SOTA model [18] performs well only for the seen type of attack at low attack intensities. Moreover, we further provide an analysis of our SSAD by examining metrics of protection efficacy (reduced risk of adverse outcome) [22] and recovery rate (correcting the pre-purified prediction). In summary, our method maintains consistent SER performance under different adversarial attacks without prior knowledge. It not only shows a significant reduction in the risk of the adverse outcome but also has the ability to correct a significant portion of the originally-wronged prediction.

2. Methodology

In this section, we will describe our proposed SSAD defense strategy. The overall framework is shown in Fig. 1. Here, we divide it into two stages which are the training and the inference stage. To better understand the following details, we first define several major symbols used. The $z_{adv}$ represent original and training adversarial samples respectively, and $F_0$ stands for a well-trained feature extractor, and $P, D$ denotes the purify network and the discriminator respectively.
2.1. Training Stage

2.1.1. Self-Supervised Augmentation (SSA)

Conventional logit-based attacks target the discriminative boundary of an inference model. In this work, our aim is to generate augmented samples without knowing the recognition model. The use of the self-supervised method that generates gradient distorted samples has been suggested as an effective mechanism in image classification [23]. We adopt a similar concept to generate adversarial samples relying solely on exploring the representation space. In this work, we use VGG-16 [24] as the Mel-spectrogram representation extractor, \( F_o \). Instead of augmenting the dataset by generating a specific type of attack adversaries to the target inference model, our method encourages broad gradient exploration in the representation space by imposing a process of maximizing the distortion between adversarial and original samples according to the well-trained feature extractor. This exploration of representation space is formulated by the following perturbation procedure.

\[
\text{argmax}(F_o(x_{ori}), F_o(x_{adv}^s)), \text{s.t.} ||x_{ori} - x_{adv}^s|| < \delta \quad (1)
\]

where \( \delta \) is the perturbation budget.

Therefore, the adversarial samples are iteratively generated according to the gradient distortion \( \nabla F_o \) between \( x_{ori} \) and \( x_{adv} \). The overall process is defined as:

\[
x_{adv} = x_{ori} + s \cdot \text{sign}(\nabla F_o) \quad (2)
\]

\[
x_{adv}^s = \text{clip}(x_{adv}, x_{ori} - \delta, x_{ori} + \delta) \quad (3)
\]

where \( s \) is step size, \( \delta \) is the perturbation budget. The clip function would map the \( x_{adv}^s \) into the range of \([x_{ori} - \delta, x_{ori} + \delta]\).

Note that in our training procedure, all the adversaries are regenerated for each iteration simultaneously to ensure the model is optimized iteratively.

2.1.2. Purify Network

After the SSA, the purify network is learned to sanitize these adversaries, i.e., taking the Mel-spectrogram of the adversarial samples to the cleaned one. The purification that occurs in the Mel-spectrogram instead of representation space (e.g., VGGs) has advantages in that it enables the network to act as a general front end, i.e., it can be applied to any of those SER models with Mel-spectrograms as input. Furthermore, this method does not depend on the specifics of the target SER model. This relaxes the constraint that we need to customize the purify network to handle differences in the number of hidden dimensions used in the target SER model.

Therefore, with paired input of original and adversarial samples, the purify network learns to clean the adversarial inputs. The pixel-wise clean-up between clean and dirty input is applied here. The objective function is defined as:

\[
L_{pix} = ||x_{ori} - P(x_{adv}^s)||_2 \quad (4)
\]

Further, we impose a feature loss constraint to ensure that not only the Mel-spectrogram is cleaned but also the representation is matched from the well-trained feature extractor perspective. The loss is defined as below:

\[
L_{feat} = |F_o(x_{ori}) - F_o(P(x_{adv}^s))| \quad (5)
\]

2.1.3. Discriminator

Besides the clean-up and feature loss (described in section 2.1.2), we additionally impose a discriminator to distinguish the purified Mel-spectrogram from the original one. The discriminator encourages the purified sample to be indistinguishable from the real original one that acts as another constraint to properly retain the original sample information; the loss is defined as:

\[
L_{adv} = \log(D(x_{ori})) + \log(1 - D(P(x_{adv}^s))) \quad (6)
\]

The overall training objective function \( L_{SSAD} \) is defined as:

\[
L_{SSAD} = \alpha L_{adv} + \beta L_{pix} + \gamma L_{feat} \quad (7)
\]

where \( L_{adv}, L_{pix}, L_{feat} \) correspond to losses mentioned above, and \( \alpha, \beta, \gamma \) are tunable weights between each loss.

2.2. Inference Stage

At the inference stage, we consider a SER application scenario where there is an existing recognition model and attackers would hack the model with adversarial samples to sabotage the performance. Under such circumstances, before passing the samples directly through the target SER model, one would vacinate the sample by running it through the learned purify network as the sanitizer to clean the samples and pass the clean input, e.g., Mel-spectrogram, to the target recognition model. The procedure is formulated as below:

\[
x_{clean} = P(x_{adv}^s; \theta) \quad (8)
\]
Table 1: Results are presented in UAR on the target emotion recognition model by using the defense baseline model and our proposed SSAD, and the seen and unseen adversarial type are FGSM and PGD, respectively. The intensity (ε, k) corresponds to the parameter setting of FGSM and PGD as well, and the ‘train w.’ stands for the baseline models trained with a specific intensity. Note the pre-trained target model has an UAR of 51.06%.

<table>
<thead>
<tr>
<th>Seen Adversarial Type</th>
<th>Unseen Adversarial Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>train w.</td>
<td>different intensity (ε)</td>
</tr>
<tr>
<td>ε</td>
<td>.003</td>
</tr>
<tr>
<td></td>
<td>.006</td>
</tr>
<tr>
<td></td>
<td>.009</td>
</tr>
<tr>
<td></td>
<td>.012</td>
</tr>
<tr>
<td></td>
<td>.015</td>
</tr>
<tr>
<td>SSAD</td>
<td>-</td>
</tr>
</tbody>
</table>

\[ y = SER_T(x_{\text{clean}}, \phi) \] (9)

where \( P, SER_T \) represent the trained purify network and target SER model respectively, and \( \theta, \phi \) are the corresponding model parameters, and \( x_{\text{adv}} \) is the adversarially attacked testing sample, \( x_{\text{clean}} \) is the sanitized sample, \( y \) is the prediction from the target SER model. The overall purification process is illustrated in Figure 1, and we also plot the spectrogram of an original, its corresponding adversarial sample, and the sample after being purified as an example.

3. Experimental Results

3.1. Database - IEMOCAP

The IEMOCAP dataset [25] is a well-known SER benchmark that contains five dyadic spoken interaction sessions in total and two actors (one male and one female) are included in each session. We use the four major categorical emotion utterances for our experiment, which contains 5531 utterances in total that includes happy(excited), sad, angry, neutral. In our experiment, the session independent cross-validation scheme is applied, i.e., one speaker in one session would be taken as a testing set and the other is a validation set to decide the early stopping point to optimize the performance of the model.

3.2. Experimental Setup

3.2.1. SER Model and Mel-spectrogram Input

In this work, our target SER model is pre-trained using VGG16-based CNN structure that achieves an UAR 51.06% in the 4 class recognition task. Log Mel-spectrogram is chosen as input that is computed by torchaudio toolkit. To properly compare to the previous work, the settings are set the same as [18]; the window size of the spectrogram is 512 units with an overlap of 256 units, 64-bin Mel filter bank is applied; for those sentences that are longer than 6 seconds (about 24%), the Mel-spectrogram is extracted from the middle parts. All Log Mel-spectrograms are fixed to the dimension of (64, 373).

3.2.2. SSAD Setup

We use the transformer layers as our backbone model to implement the purify network. Specifically, we apply 8 multi-headed attention of 6 layers of transformer blocks cascaded, and the input size is set as 64. As for the discriminator, it is composed of 5 convolutional layers with residual connections, followed by an average pooling, and 4 fully connected layers of parameters set as \((4096, 1024, 64, 1)\). The well-trained feature extractor for log Mel-spectrogram is VGG-16 which is further fine-tuned on the IEMOCAP without seeing the testing set in each cross-validation fold.

During the training stage, Adam optimizer is utilized with learning rate 1e-3, and the early stopping depends on the loss of the validation set with a patience setting of 5. The weight setting of \( \alpha, \beta, \gamma \) are all set to 1. For the adversarial samples augmentation settings, the step size \( (s) \) and the perturbation budget \( (\delta) \) are 0.01 and 0.06.

3.2.3. Baseline Model and Adversarial Attacks

As for the baseline defense method, we compare it to the most recent similarity-based model [18]. This approach trains the SER on an augmented dataset of adversarial samples that are generated by model-based gradient distortions with an additional feature similarity criterion. Since this baseline approach requires a pre-defined attack and intensity, we evaluate the method by training multiple defense models with different intensities of adversarial attacks following the procedure in [18].

For the attacks at the inference, we evaluate defense methods under two common gradient-based adversarial attacks. They are briefly described below:

- Fast Gradient Sign Method (FGSM) [26] - FGSM computes the gradient trend of the target model and poison the original sample accordingly. In specifics, the attack is defined as:

\[ x_{\text{adv}}^1 = x + \epsilon \cdot \text{sign}(\nabla_x L(\theta, x, y)) \] (10)

where the \( x, y, x_{\text{adv}} \), are original input, its label, and its testing adversary respectively. Then \( \epsilon \) is a disturbing parameter that represents the intensity of the attack, and \( L \) is the loss used in the target inference model with parameter \( \theta \).

- Projected Gradient Descent (PGD) [27] - PGD can be seen as an advanced gradient-based attack algorithm. It searches for the optimal gradient smoothly through multiple steps and computes a more targeted and precise noise. The attack is defined as below:

\[ x_{\text{adv}}^{k+1} = \prod_{\theta} (x_{\text{adv}}^k + \epsilon \cdot \text{sign}(\nabla_x L(\theta, x, y))) \] (11)

the index \( k \) which stands for the step number of PGD and represents the intensity of the attack.

3.3. Result and Analysis

We first evaluate the robustness of the defense method in the setting when experiencing the two types of attack and present UAR as metrics. We present two cases since the baseline method...
Protection efficacy (∗) and recovery rate (·) curve of our proposed SSAD (red) and the baseline model (green).

(12)

Protection Efficacy (PE) = \frac{R_{\text{no-protect}} - R_{\text{protected}}}{R_{\text{no-protect}}}

(13)

Recovery Rate (RR) = \frac{N_{\text{wrong} \rightarrow \text{correct}}}{N_{\text{wrong}}}

where \(R\) indicates the risk of adverse outcomes, i.e., the percentage of samples that result in the wrong prediction after being attacked when they are originally correctly predicted by \(SER_T\). \(R_{\text{no-protect}}\) indicates this percentage without any defense mechanism applied, where \(R_{\text{protected}}\) indicated otherwise. PE is a common metric used in assessing vaccination efficacy [22], which is interpreted as the reduced risk of adverse outcomes after applying defense in this context.

Conclusions and Future Works

With a proliferation of SER applications in our daily life, the robustness of the model against malicious attacks becomes an important issue. In this work, we propose a self-supervised augmentation defense (SSAD) model for preventing versatile adversarial attacks. Unlike recent SOTA similarity-based adversarial model training that works only for a specific attack, SSAD shows the generalizability across various intensities of adversarial attacks using a single purify network. Furthermore, the defense by augmentation through exploration in distorted gradient spaces not only provides a robust and better protection efficacy but also shows improvements in indirectly enhancing the target SER model.

In our future effort, we would investigate multiple SER datasets and other downstream speech tasks to evaluate the effectiveness of this purify network. Another direction would include black-box adversarial attacks to generate chaos samples without knowing the information of target recognition models.
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