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Abstract

The amount of audio data available on public websites is growing rapidly, and an efficient mechanism for accessing the desired data is necessary. We propose a content-based audio retrieval method that can retrieve a target audio that is similar to but slightly different from the query audio by introducing auxiliary textual information which describes the difference between the query and target audio. While the range of conventional content-based audio retrieval is limited to audio that is similar to the query audio, the proposed method can adjust the retrieval range by adding an embedding of the auxiliary text query-modifier to the embedding of the query sample audio in a shared latent space. To evaluate our method, we built a dataset comprising two different audio clips and the text that describes the difference. The experimental results show that the proposed method retrieves the paired audio more accurately than the baseline. We also confirmed based on visualization that the proposed method obtains the shared latent space in which the audio difference and the corresponding text are represented as similar embedding vectors.

Index Terms: content-based audio retrieval, contrastive learning, crossmodal representation learning, deep neural network

1. Introduction

A massive amount of audio data is available on public websites, and it will continue to increase. Audio retrieval and environmental sound recognition by deep learning have been widely explored as a way to use audio data effectively [1–16]. Audio retrieval is particularly essential for extracting desired audio data from the massive amount of available data.

The audio retrieval methods using an audio query are called content-based audio retrieval. Those methods retrieve audio data with acoustic features similar to the query [14, 15, 17–19]. The methods can retrieve any audio data as long as it is similar to the audio query. However, it is necessary to prepare an audio query similar to the target audio data in advance.

On the other hand, the audio retrieval methods using a text query retrieve audio data paired with the text query [8–10, 20]. Some methods retrieve audio clips associated with the text query, and others retrieve audio clips whose embedding in the latent space is similar to that of the text query. Compared to content-based audio retrieval, we can easily prepare and edit text queries. However, it is not always easy to describe the audio contents precisely in text.

To overcome the above issues, we propose a new content-based audio retrieval framework that combines the auxiliary text query modifier with the given audio query. With this approach, one possible scenario could be as follows: First, we retrieve the initial audio by a method such as a text-query-based one, in which case the initial audio may not be close enough to the target one. Next, we find another audio clip by using a query that combines the initial audio and an additional text that describes the difference between the target and the initial audio. This combines the content-based and the text-query-based methods. We expect that the second search result gets closer to the target audio; then, we can further repeat the second step until the result becomes acceptable.

We implemented the framework as a method using neighborhood search in the latent space where the audio and difference described by text are embedded together. The method learns the representations in the latent space using crossmodal contrastive learning. We also introduced multi-task learning with a loss function that learns to classify audio contents to enhance differences in audio clips. To evaluate the proposed method, we built a dataset comprising two sounds with a difference and a description of the difference. Then, we conducted a comparison experiment with a baseline method that only uses sample audio as the query. We evaluated the retrieval accuracy and visualized the embeddings in the shared latent space and verified that the proposed method can adjust the retrieval range by means of the text query-modifier.

2. Related work

In content-based audio retrieval, audio data with features similar to the audio query in the latent space are retrieved. Wold et al. attempted to retrieve audio on the basis of acoustic features, including loudness, pitch, brightness, and bandwidth [17]. Guo et al. proposed using Mel-frequency cepstral coefficients as a feature and the latent space trained by a support vector machine [21]. Other methods used DNNs as embedding models to construct the latent space. They trained the embedding models based on contrastive learning [14] and unsupervised learning [12]. The advantage of the content-based method is that it can search for similar audio at the level of acoustic features, making it possible to retrieve audio closer to the query in terms.
of the acoustic feature representation. On the other hand, the retrieval range is limited to audio similar to the query audio. Since editing the speech waveform is a complex task, it is difficult to adjust the retrieval range by editing the query.

Audio retrieval methods using a text query train the common latent space using audio-text paired data annotated in advance and retrieve the audio data whose embedding on the trained latent space is similar to the embedding of the text query. Audio tags written in text [8] and text captions of audio data [9–11] have been used as the queries in these methods. Ikawa et al. proposed a method using onomatopoeia as a query [13]. The range of audio retrieval with a text query can be easily adjusted by editing the text query. However, collecting many pairs consisting of audio and text data for training is time-consuming, and words and phrases that are not included in the training data cannot be used to edit the text query meaningfully.

Our work is also related to crossmodal audio retrieval. [22] proposed a method to retrieve audio data corresponding to a video query. [23, 24] proposed methods to retrieve audio captions that explain the content of a video query. Guzhov et al. proposed a method to obtain the latent space integrating three modalities: audio, visual, and text [25]. Unlike these methods, which use a query that consists of a single modality, we use a query that consists of two modalities: an audio sample and an auxiliary text. We believe that the retrieval range can be adjusted by means of the auxiliary text.

3. Proposed method

We propose a content-based audio retrieval method which can select the content of the retrieved audio data by adding a difference between the target audio data and the sample as auxiliary textual information when sample audio data close to the target one is given. The proposed method uses sample audio and auxiliary text that describes the difference between the sample audio and the target audio as a search query. We construct the method with a model structure and training method that can handle two modal queries.

Figure 2: Illustration of proposed method. The parameters of both audio encoders are shared. VGGish and DistilBERT pass the output of the last convolutional layer and the CLS token.

Consider the problem of retrieving audio data \( b \) from all candidate data by using audio query \( a \) and text query \( t \). This can be regarded as a neighborhood search problem in the latent space, and can be treated as a problem of retrieving \( b \) satisfying the following equation:

\[
\min_b \ d(F_q(a, t), F_t(b)),
\]

where \( F_q \) is an embedding model for queries \( a \) and \( t \), \( F_t \) is an embedding model for target \( b \), and \( d \) is a distance function in the latent space. The embedding model in Eq. (1), \( F_q \) and \( F_t \), with an audio encoder and text encoder is as follows:

\[
F_q(a, t) = A(a) + T(t), \quad F_t(b) = A(b),
\]

where \( A \) is an audio encoder, and \( T \) is a text encoder. The parameters of the audio encoder \( A \) in \( F_q \) and \( F_t \) are shared. The structure of the audio encoder and text encoder is illustrated in Fig. 2(a). In the audio encoder, the output from the last convolutional layer of the pre-trained VGGish [26] is flattened in the channel direction, and the sum of its max pooling and mean pooling [27] is input to the projection block. In the text encoder, the text \( t \) is input to the pretrained DistilBERT [28], and the output corresponding to the CLS token, which is a special token prefixed with input text, is input to the projection block. The projection block consists of two linear layers, the Gaussian error linear unit (GELU) function [29], layer normalization, and a dropout layer as shown in Fig. 2(b). The cosine similarity is used for the distance function \( d \). Thus, Eq. (1) is rewritten as

\[
\max_b \ d_{\text{cosim}}(A(a) + T(t), A(b)),
\]

where \( d_{\text{cosim}}(x, y) = xy/\|x\|_2\|y\|_2 \) is cosine similarity and \( \| \cdot \|_2 \) is \( l^2 \) norm.

In the proposed method, the audio encoder and the text encoder are trained by a crossmodal contrastive loss and an audio content classification loss. The crossmodal contrastive loss connects the audio difference to its textual representation. The content classification loss trains the audio encoder so that the audio embedding has information about the type of content. The use of this loss is intended to induce a clear representation of the type of difference in the audio embedding differences. Let us consider the set of data \( \{a_i, b_i, t_i, v_i, w_i \}_{i=1}^B \), where \( a_i \) and \( b_i \) are similar audio clips with some differences, \( t_i \) is the description of the differences, \( v_i \) and \( w_i \) are the labels of the acoustic events contained in \( a_i \) and \( b_i \), \( n \) is a data index, and \( B \) is batch size. The crossmodal contrastive loss function is the same as that used in [30] and is written as

\[
L_{\text{cont}} = -\frac{1}{2} \sum_{i=1}^B \log \sum_{j=1}^B e^{z_{i,j}} + \sum_{i=1}^B \log \sum_{j=1}^B e^{z_{i,j}},
\]

where

\[
z_{k,t} = d_{\text{cosim}}(A(a_k) + T(t_k), A(b_t)) \cdot e^\tau,
\]

\( \tau \) is a temperature parameter which is fixed to 0 for simplicity in the proposed method, and \( i \) and \( j \) are the indexes of data in a batch. The audio content classification loss is written as

\[
L_{\text{classif}} = \sum_{i=1}^B \{ \text{BCE}(\hat{C}(A(a_i), v_i)) + \text{BCE}(\hat{C}(A(b_i), w_i)) \},
\]

where \( \text{BCE} \) is the binary cross entropy loss and \( \hat{C} \) is the linear layer with the sigmoid function. Finally, the sum of the two losses is the overall loss for training:

\[
L = L_{\text{cont}} + \rho L_{\text{classif}},
\]

where \( \rho \) is a weighting parameter.

In addition, the parameters of VGGish and DistilBERT are fixed in training. Thus, only the parameters of the projection blocks are updated.
Table 1: Labels used to synthesize APwD-Dataset

<table>
<thead>
<tr>
<th>background (from FSD50K)</th>
<th>Rain</th>
<th>Traffic</th>
</tr>
</thead>
<tbody>
<tr>
<td>dog, chirping_birds</td>
<td>rain</td>
<td>car_passing_by</td>
</tr>
<tr>
<td>thunder, footsteps</td>
<td></td>
<td>dog, chirping_birds</td>
</tr>
<tr>
<td>car_horn, church_bells</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

4. Experiment

In the experiment, we focused on three types of difference: an increase/decrease in a background sound, addition/removal of a sound event, and an increase/decrease of a sound event. We built a dataset consisting of a pair of sounds with the above differences and the corresponding text and evaluated the proposed method by training and testing with its dataset.

4.1. Audio Pair with Difference Dataset

We built an Audio Pair with Difference Dataset (APwD-Dataset) to evaluate the proposed method. The APwD-Dataset was a set of two similar audio clips synthesized using the FSD50K [2] and ESC-50 [31] audio data, and an auxiliary text describing the differences between the similar audios. Scaper [32] was used to synthesize the similar audio data. In this experiment, the dataset was created by setting up two scenes: Rain and Traffic. To synthesize a Rain scene, data labeled “rain” in FSD50K was used as background, and data labeled “dog”, “chirping_bird”, “thunder”, or “footsteps” in ESC-50 was used as events added to background. To synthesize a Traffic scene, data labeled “car_passing” in FSD50K was used as background, and data labeled “dog”, “chirping_birds”, “car_horn”, or “church_bells” in ESC-50 was used as events. The sounds with specific labels used for synthesis in the FSD50K and ESC-50 are shown in Table 1. The development set and evaluation set for each scene contain 50,000 and 1,000 data, respectively.

The APwD dataset was synthesized using the following procedure. First, the audio data with the labels were extracted from FSD50K and ESC-50. The data assigned to the training and validation split of FSD50K and folds 1–4 of ESC-50 were used to synthesize the development set of the APwD-dataset, and the data assigned to the evaluation split of FSD50K and fold 5 of ESC-50 were used to synthesize the evaluation set. Afterwards, audio data containing audible noise and other audio events were manually excluded.

Next, we synthesized pairs of similar audio samples, α and β, which only consist of background audio. Two pieces of data were cropped from the same audio file for 10 s at random locations and assigned to α and β. Then, the difference was given between the pair of sound data by adding another background audio and/or event audio to α and β. We consider the following six types of differences listed below and describe how they were synthesized. Note that because it is difficult to semantically reduce or eliminate background audio and event audio, they are simulated by addition.

(a) Increase volume of background audio of α: Randomly select the background sound data, cut out 10 s, and add it to audio sample β
(b) Decrease volume of background audio of α: Apply operation (a) and replace α and β
(c) Add sound of audio event to α: Randomly select the data used in the audio event and add it to audio sample β
(d) Remove sound of audio event from α: Apply operation (c) and replace α and β
(e) Increase volume of audio event of α: Randomly select two audio data with the same label for the audio event and normalize them. After that, the amplitude of one data is reduced. The one with the larger amplitude is added to audio sample β; the one with the smaller amplitude is added to audio sample α.
(f) Decrease volume of audio event of α: Apply operation (e) and replace α and β

We provided one or two types of differences for each pair of audio samples.

Finally, a description corresponding to the difference was assigned. This description was written in the form of an imperative sentence, whose content described how to change the audio sample α to the audio β. For example, if difference (a) is given to the paired data of the Rain scene, the description is “increase the sound of rain”; if (f) is given for car_horn and (c) for dog, the description is “make car horn lower and add dog bark.”

4.2. Experimental conditions

We used 10% of the development set for validation. The optimizer is Adam [33]. The number of epochs was set to 300, and the model with the smallest loss of validation data was used for evaluation. We used recall@K(R@K) to evaluate the accuracy of audio retrieval. R@K is the rate at which the ground-truth audio files are within the Kth rank of the retrieval result.

We compared three models: the proposed method without classification, loss (ρ = 0), the proposed method with classification, loss (ρ = 1), and the baseline method. For the baseline, we used the method of retrieving the target audio using only the sample audio without auxiliary text. The parameters of the audio encoder were the same as in the proposed method. Therefore, z_h, t = d_cossim(A(a_h), A(b_h)) was applied to Eq. (6) instead of Eq. (5). In a preliminary study, we examined another method that takes an existing captioning system and a text query-modifier. However, it was not as effective as the baseline method using a sample audio query, so we did not include it in the comparison.

4.3. Results

4.3.1. Comparison between proposed method and baseline

We conducted an experiment to compare the proposed method with the baseline, the results of which are shown in Table 2. Bold font indicates the highest scores. The retrieval accuracy of the proposed method was higher than that of the baseline method in all conditions. Table 3 shows the Recall@1 for each background and event sound that was given a difference. “background” is “rain” in the Rain scene and “car_passing_by” in the Traffic scene. The results show that the proposed method outperformed the baseline method for all background and event sounds. The retrieval accuracy of the differences in the background audio of each scene, “rain” and “car_passing”, was significantly lower than the others. Thus, dealing with differences in the background audio was more difficult than dealing with one in the audio event.

4.3.2. UMAP visualization of embedding vector

To verify that the proposed method handles difference information appropriately, we visualized the embedding vectors in the latent space. For visualization, we created 100 datasets each...

---

(1) The dataset is available at https://github.com/nttcslab/apwd-dataset
Table 2: Comparison between proposed and baseline method

<table>
<thead>
<tr>
<th>Method</th>
<th>Text info.</th>
<th>Classif. loss</th>
<th>R@1</th>
<th>R@5</th>
<th>R@10</th>
<th>R@1</th>
<th>R@5</th>
<th>R@10</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) Baseline</td>
<td>×</td>
<td>×</td>
<td>0.256</td>
<td>0.611</td>
<td>0.699</td>
<td>0.260</td>
<td>0.500</td>
<td>0.593</td>
</tr>
<tr>
<td>(b) Proposed w/o classif. loss</td>
<td>✓</td>
<td>×</td>
<td>0.388</td>
<td>0.681</td>
<td>0.745</td>
<td>0.361</td>
<td>0.590</td>
<td>0.675</td>
</tr>
<tr>
<td>(c) Proposed w/ classif. loss</td>
<td>✓</td>
<td>✓</td>
<td>0.445</td>
<td>0.721</td>
<td>0.769</td>
<td>0.391</td>
<td>0.622</td>
<td>0.695</td>
</tr>
</tbody>
</table>

Table 3: R@1 comparison for different audio events

<table>
<thead>
<tr>
<th>Method</th>
<th>Scene</th>
<th>background</th>
<th>chirping_bird</th>
<th>thunder</th>
<th>footsteps</th>
<th>car_horn</th>
<th>church_bells</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) Baseline</td>
<td>Rain</td>
<td>0.035</td>
<td>0.304</td>
<td>0.205</td>
<td>0.346</td>
<td>0.295</td>
<td>N/A</td>
</tr>
<tr>
<td>(b) Proposed w/o classif. loss</td>
<td>Rain</td>
<td>0.061</td>
<td>0.448</td>
<td>0.360</td>
<td>0.490</td>
<td>0.450</td>
<td>N/A</td>
</tr>
<tr>
<td>(c) Proposed w/ classif. loss</td>
<td>Rain</td>
<td>0.061</td>
<td>0.538</td>
<td>0.438</td>
<td>0.534</td>
<td>0.522</td>
<td>N/A</td>
</tr>
</tbody>
</table>

(a) Baseline (b) Proposed w/o classif. loss (c) Proposed w/ classif. loss

*1 The background audio is given a difference of increase or decrease. “bg” is “rain” in the Rain scene, and “car passes by” in the Traffic scene.

*2 The event audio is given a difference of an addition, deletion, increase, or decrease.

Figure 3: UMAP visualization of the difference in audio embedding vectors and text embedding vector. In (c), the proposed method with classification loss, the audio difference of “the addition of thunder” (blue circle) and that of “the addition of dog” (orange triangle) form different distributions for each type of difference. In addition, the text embedding (thunder: blue circle outline, dog: red triangle outline) belongs to the same distribution as the corresponding difference in audio embedding vectors.

5. Conclusion

We proposed a content-based audio retrieval method that can retrieve target audio that is similar to but slightly different from the query audio by introducing an auxiliary text-query modifier which describes the difference between the query and the target audio. The proposed method adjusts the retrieval range to obtain the target sound by adding the embedding vector of the auxiliary text-query modifier to that of the query audio in shared latent space. We experimentally verified that the proposed method can obtain audio data with the difference from the query sound by utilizing the information in the introduced auxiliary text. After visualizing the embedding vectors in the latent space, we also verified that the proposed method learns the relation between the audio difference and its textual representation.

Future work includes improving the accuracy of the search for increases and decreases in background so that it as accurate as the search for differences in audio events. We also aim to collect data from actual recordings annotated by humans to build a model that can handle a wider variety of descriptions and differences.
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