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Abstract
Convolutional neural networks contain strong priors for generating natural looking images [1]. These priors enable image denoising, super resolution, and inpainting in an unsupervised manner. Previous attempts to demonstrate similar ideas in audio, namely deep audio priors, (i) use hand picked architectures such as harmonic convolutions, (ii) only work with spectrogram input, and (iii) have been used mostly for eliminating Gaussian noise [2]. In this work we show that existing State-Of-The-Art (SOTA) architectures for audio source separation contain deep priors even when working with the raw waveform. Deep priors can be discovered by training a neural network to generate a single corrupted signal when given white noise as input. A network with relevant deep priors is likely to generate a cleaner version of the signal before converging on the corrupted signal. We demonstrate this restoration effect with several corruptions: background noise, reverberations, and a gap in the signal (audio inpainting).

Index Terms: deep priors, audio denoising, dereverberation, audio inpainting

1. Introduction
It has been demonstrated that the success of deep convolutional neural networks in computer vision is due to deep priors in the convolutional architecture itself and should not be attributed to the training process alone [1]. Leveraging these priors, it is possible to perform image denoising, super resolution, inpainting, and more in an unsupervised fashion without any pretraining [1, 3]. These discoveries helped bridge the gap between classical methods and machine or deep learning methods, while providing insights into the inner workings of deep architectures.

Zhang et al. [2] showed that classical architectures do not provide good priors for audio. They examined the classical WaveNet, and showed that even working with spectrograms, regular and dilated convolutions suffer from severe limitations. For example, when trying to fit three noised stationary signals of 1,000, 2,000 and 3,000 Hz the networks fitted the signal and the noise at an equal pace. To overcome these limitations, they proposed the usage of harmonic convolutions. Their goal was to exploit harmonic structures as an inductive bias for auditory signal modeling. Despite the success of their experiments, current SOTA audio architectures do not utilize harmonic structures and tend to rely more on standard building blocks.

Later, Tian et al. [4, 5] demonstrated that in certain cases deep spectrogram priors can still be found in regular and dilated convolutions. Using varying dilation schedules and interwoven skip connections, Narayanaswamy et al. succeeded in strengthening these priors [6]. Michelashvili et al. [7] showed that it is possible to perform speech denoising in an unsupervised manner without priors by leveraging the inherent lack of structure in noisy signals. In their work, they identified the pixels in the spectrogram which fluctuate most during the training of the network. Using the intensity of the fluctuations they created a mask over the spectrogram which can be used to differentiate between the original signal and the noise.

Recently, Défossez et al. [8] proposed the Demucs model for the task of music source separation. The Demucs model is a neural network composed of a fully convolutional encoder followed by a sequential modeling over the encoder’s output, and a reverse decoder with U-net like connections between the encoder and decoder (we describe the model later in more detail). This model reached SOTA performance in music source separation [9, 10] and speech enhancement [8]. In this work we show that using this new architecture it is possible to perform denoising, dereverberation, and inpainting on the raw waveform in an unsupervised manner using priors inherent to the network.

2. Deep Waveform Priors Overview
To discern whether a network contains deep priors relevant to a specific input, we fit a generator network to a single corrupted signal. The network weights are randomly initialized, and fitted to the signal using gradient descent. Thus, the network weights serve as a parametrization for the signal. In this manner, the only information used to perform reconstruction is contained in the single corrupted input signal and the architecture of the generator network. If the architecture of the network contains relevant deep priors, it is possible that during training, the generator will give a cleaner signal before overfitting the corrupted version. Figure 1 presents a diagram showing this process. In the diagram we see that after five hundred epochs the signal is cleaner than the original noisy signal. The graph in Figure 2 shows the behavior of the SI-SNR during the process described above. In the graph, the line representing SI-
We use SI-SNR, PSNR and PESQ as evaluation functions. SI-SNR is defined as in \[11, 12\] using the following formula:

\[
\text{SI-SNR}(s, \hat{s}) = 10 \log_{10} \frac{\|\hat{s}\|^2}{\|e\|^2},
\]

where \(s\) is the clean signal, \(\hat{s}\) is the reconstructed signal, and \(e\) is the difference between the two.

We consider PSNR as follows:

\[
\text{PSNR}(s, \hat{s}) = 10 \log_{10} \left( \frac{\text{MAX}_I^2}{\text{MSE}} \right),
\]

where \(\text{MAX}_I\) is the difference between the maximum and the minimum amplitude values. To calculate PESQ we use the python-pesq package\(^1\).

### 3. Denoising

The first type of corruption we attempt to correct is denoising. We corrupt the signal using two types of noise:

- **Gaussian noise** — sampled from a Gaussian distribution and added to every sample in the raw waveform
- **Uniform noise** — sampled from a Uniform distribution and added to every sample in the raw waveform

The noise is added to a variety of sounds:

- **Speech** — taken from Valenti et al.’s dataset [13]
- **Singing** — taken from the MUSDB18 dataset [14]
- **Instruments** — taken from MedleyDB 2.0 [15]

Throughout this paper all our clean audio is taken from these 3 datasets. To allow for comparisons between different noise types the noises are added at equal intensities. The addition of the noise was done using code published by Xia et al. [16]. Thus, we create noisy samples with a number of different SI-SNRs and allow comparison between them. The results of our analysis can be found in Figure 3. The graphs report the average maximum metrics achieved by the output signal while training the neural network to generate the corrupted signal. While these results are not competitive with SOTA denoising methods, they do show the existence of a deep prior inherent to the architecture which is the goal of this study. For every level of noising, that is SI-SNR(corrupted, clean), we can see that the network usually performs some denoising before fitting the noisy signal. Figure 4 visualizes one of our denoising results using spectrograms.

---

\(^1\)https://github.com/ludlows/python-pesq.
4. Dereverberation

Reverberations are acoustical noise appearing in enclosed spaces through multiple reflections of the sound on the walls and objects of a room. When a speaker talks in a room, these multiple echoes add to the direct sound and blur its temporal and spectral characteristics [17]. Reverberant speech can be described as sounding distant with noticeable echoes. These detrimental perceptual effects generally increase with increasing distance between the source and the microphone [18]. In this work we attempt to clean the reverberations from the signal treating them as we treated other types of noise in the previous section. This task is inherently more difficult then the other denoising tasks we performed since the corruption itself has the same structure as the signal to be cleaned. As expected, our success here was more limited although a modest amount of dereverberation was obtained. A summary of our experimental results can be found in Table 1. We used the pyroomacoustics python package to add reverberations to our audio [19] as well as Valentini et al.’s dataset [13]. Every setting in the table was averaged over 20 samples, although the results were robust even when averaging over only 10-15 samples.

To better evaluate the level of dereverberation improvement, results reported in Table 1 are the SI-SNR improvement metric (SI-SNRi) over the reverberant signal. We can see that the priors succeed in removing reverberations to a certain extent. PESQ is not reported in the table as it was very unstable and with most samples achieved very high scores which did not represent an improvement in audio quality. Our hypothesis to explain the results in the table is as follows. When the reverberation is very weak (RT60=0.1) the audio sounds very similar to the original, so there is very little to improve, as such the improvements achieved are minor. When the reverberations are of medium strength (RT60=0.2) there are more reverberations to clean, yet they can still be distinguished from the original signal, so the network has a stronger effect. When RT60=0.5 the reverberations are too strong for the prior to differentiate between them and the original signal, and the network recreates them both equally well.

5. Audio Inpainting

Inpainting is a classical problem in computer vision and has been used to demonstrate deep priors of convolutional networks. When performing inpainting a mask is placed over part of the image and the network recreates the image behind the mask. In audio, speech and music signals are often subject to localized distortions, where the intervals of distorted samples are surrounded by undistorted samples. Examples may include noises or clicks, CD scratches, old recordings, packet loss in cellphones etc. [20]. Audio inpainting in the waveform domain contains two additional challenges:

- **Dimensionality** – at a standard sample rate of 16KHz masking even 10 ms affects 160 samples. Hence, the network must recreate these 160 consecutive samples.
- **2D vs. 1D** – When recreating an image context can be taken from 360 degrees, as the picture is 2-dimensional. When recreating a waveform, context can only be taken from a single dimension.

In this work we masked a small (1-5 ms, see Table 2), non-silent, segment of a 2 second clip, and trained the network to recreate the input signal. The training loss ignored the network’s output under the mask. Hence, the network is unobstructed in recreating this part of the signal and it’s deep priors can come into view. A visualization of our results can be found in Fig. 5. The figure shows that the network recreates a good approximation of the original signal, despite no loss being calculated on the masked area.

To measure the impact of the network priors we compare the recreation quality of the Demucs network to the recreation quality of WaveUnet which has been shown to contain very weak priors [7, 2]. A summary of the results can be found in Table 2. The results reported are averaged over 20 clips each one of 2 seconds. The masked segment is randomly sampled within the clip. The table shows a number of points. First, the Demucs architecture consistently succeeds in recreating the signal better than the WaveUnet. Second, as the length of the masked signal increases the quality of the recreation goes down. Third,
Table 2: The table describes the metrics reached by the network when inpainting the masked signal using the Demucs architecture vs. using the WaveUnet architecture (which contains substantially weaker priors). Every result is averaged over 20 clips with the masked section randomly sampled within the clip. We can see that the Demucs architecture is consistently superior to WaveUnet in all metrics. However, as the length of the mask grows the quality of the inpainting decreases.

<table>
<thead>
<tr>
<th>SI-SNR</th>
<th>PSNR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>WUnet</td>
</tr>
<tr>
<td>1ms</td>
<td>Speech</td>
</tr>
<tr>
<td></td>
<td>Music</td>
</tr>
<tr>
<td></td>
<td>Singing</td>
</tr>
<tr>
<td>2ms</td>
<td>Speech</td>
</tr>
<tr>
<td></td>
<td>Music</td>
</tr>
<tr>
<td></td>
<td>Singing</td>
</tr>
<tr>
<td>5ms</td>
<td>Speech</td>
</tr>
<tr>
<td></td>
<td>Music</td>
</tr>
<tr>
<td></td>
<td>Singing</td>
</tr>
</tbody>
</table>

Figure 5: Waveforms of masked signal, recreated signal and original (un-masked) signal. The masked area (the horizontal line in the circle) is recreated and the waveform of the recreated signal is very close to the waveform of the original signal.

6. Ablation Studies

To better understand which parts of the Demucs architecture cause the architecture to have deep priors we analyzed the network from the bottom up. At each step we added another element to the network and saw how this affects the prior. Our analysis was done using randomly sampled Uniform noise with an SI-SNR of 2.5dB to allow the differences between the variants of the architecture to be seen clearly. With each variant of the architecture we randomly sampled 20 audio clips, denoised them, and averaged the results. Table 3 reports our results. When the activation is not reported a standard ReLU is used. The original architecture is the Conv + LSTM + GLU option, we added attention layers instead of LSTM layers as part of our ablation studies to see their possible effect. Additionally, we examined the effects of different amounts of convolutional layers as well as the effect of skip connections. Using an LSTM alone did not provide results so the option is not reported in the table. There are a number of points we can learn from the table:

- GLU improves the priors of the network when used with convolutional layers.
- When used with the LSTM layers the effect of the GLU is detrimental.
- Adding LSTM layers to the convolutional layers improves the network’s prior.
- Adding attention layers instead of LSTM layers does not improve the network’s priors.

We understand these results to mean that convolutional layers, aside from containing deep priors themselves, are necessary to prepare the waveform for the sequential modeling (LSTM) and to revert the sequential model back to the waveform. However, the LSTM itself contains significant deep priors. Additionally, although this is not represented in the table, Conv + LSTM works better with only 2 layers of convolution, and not with four. We hypothesize, that as the network deepens the learning becomes harder due to vanishing gradients. Skip connections can not be used as a solution, since they do not leave the network sufficient freedom to learn.

7. Conclusions

In this work we show for the first time (to the best of our knowledge) the power of deep waveform priors in a SOTA audio architecture. We demonstrate the strength of these priors on 3 separate tasks: audio denoising, audio dereverberation, and audio inpainting and achieve results which could not be achieved without deep priors. We believe, the findings presented in this study shed light on the recent success of the Demucs architecture [9] on several source separation tasks operating over the raw-waveform.
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