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Abstract

Recent speech data augmentation approaches use static augmentation operations or policies with consistency magnitude scaling. However, few work is done to explore the influence of the dynamic magnitude of augmentation policies. In this paper, we propose a novel speech data augmentation approach, CyclicAugment, to generate more diversified augmentation policies by dynamically configuring the magnitude of augmentation policies with a cosine annealing scheduler. We also propose additional augmentation operations to enlarge the diversity of augmentation policies. Motivated by learning rate warm restart and cyclical learning rates, we hypothesize that using dynamically configured magnitude for augmentation policies can also help escape local optima more efficiently than static augmentation policies with consistency magnitude scaling. Experimental results demonstrate that our approach is effective for escaping local optima. Our approach achieves 12%-35% relative improvement in word error rate (WER) over SpecAugment and RandAugment on the LibriSpeech 960h dataset, and achieves state-of-the-art result 7.1% in phoneme error rate (PER) on the TIMIT 5h dataset.

Index Terms: speech recognition, data augmentation, random augmentation, cosine annealing scheduler

1. Introduction

Data augmentation has been effective to improve the generalization of Automatic Speech Recognition (ASR) models, especially by generating synthetic speech data for low-resource languages [1]. Typically, the raw waveform was manipulated directly to synthesize new data by injecting noisy audio signals [2], applying speed perturbation [3] or an acoustic room simulator [4] or normalising vocal tract length [5], and so on. Since the mel-spectrogram of speech data is more effective for representing emotion, pitch, and accent than raw waveform [6], augmentation approaches that directly operate on mel-spectrogram of speech data were proposed. These approaches, such as SpecAugment [7], SpecAugment++[8], SpecSwap [9], SpecMix [10] and MixSpeech [11], treat mel-spectrogram as image and apply image data manipulation operations [12, 13]. However, these approaches use statically mixed augmentation operations (e.g., frequency masking, time masking and time warping) and cannot automatically optimize the augmentation policy.

In image processing domain, several image data augmentation approaches [14, 15, 16, 17] were proposed to automatically find the optimal data augmentation policy based on proxy tasks. This can overcome the performance limitation caused by cumbersome empirical exploration. However, these policy search based data augmentation approaches are computationally expensive, and lack of interpretation whether the optimal augmentation policies found by the proxy tasks were also the optimal ones for the neural networks being trained. RandAugment [18] was proposed to reduce computational cost by randomly selecting image augmentation operations from a much smaller search space and only searching the strength of all the augmentation operations, i.e., the magnitude of a policy. With a much simplified algorithm, RandAugment even achieves marginal improvements over the above approaches that are computationally expensive. In the studies of SCADA (Stochastic, Consistent and Adversarial Data Augmentation) [19] for ASR, RandAugment was applied to the mel-spectrogram of speech data, and was shown to be slightly more effective than the SpecAugment approach.

Notably, the aforementioned speech and image data augmentation approaches explore augmentation operations or policies for reducing overfitting in the training of deep neural models. However, these approaches use a constant magnitude for augmentation policies; few work is done to explore the influence of the dynamic magnitude of augmentation policies.

In this paper, we propose a novel speech data augmentation approach, CyclicAugment, to generate more diversified augmentation policies by dynamically configuring the magnitude of augmentation policies with a cosine annealing scheduler. Motivated by learning rate warm restart of stochastic gradient descent [20] and cyclical learning rates [21], we hypothesize that training deep neural networks with dynamically configured magnitude for augmentation policies can also help escape local optima more efficiently than static augmentation policies with consistency magnitude scaling. We configure the search space of audio data augmentation operations similarly to RandAugment, but we propose additional augmentation operations to enlarge the diversity of augmentation policies. We evaluate our approach by training three popular end-to-end ASR models with our CyclicAugment approach. Experimental results demonstrate 12%-35% relative improvement in word error rate (WER) over SpecAugment and RandAugment on the LibriSpeech 960h dataset, and achieves state-of-the-art result 7.1% in phoneme error rate (PER) on the TIMIT 5h dataset. The performance gain found periodically in accordance with the cosine graph indicate that our approach is effective for escaping local optima when training an ASR model.

2. Speech Data Augmentation Operations

In this section, we present the definition of the individual data augmentation operations on the spectral-domain and the time-domain of speech data for our proposed CyclicAugment approach.

2.1. Spectral-Domain Augmentation Operations

We adopt three augmentation operations (i.e., frequency masking, time masking and time warping) proposed by SpecAug-
ment [7]. In addition, to introduce a more variety of mel-spectrogram variants, we design two augmentation operations for the mel-spectrogram: time shifting and loudness amplifying, which are modified from two augmentation approaches for raw waveform data [22]. The definition of each augmentation operation on the spectral-domain is described in detail as below.

**Frequency masking** is applied to \( f \) consecutive input frequency channels where \( \{f_0, f_0 + f\} \) are masked, \( f_0 \in [0, h - f] \) where \( h \) is the number of input frequency channels, and \( f \in [0, h \times V] \), where \( V \) is used to adjust the frequency masking size. The masked portion of the mel-spectrogram are padded with 0 or the minimum value of the input data.

**Time masking** is applied to \( t \) consecutive input time steps where \( \lfloor t_0, t_0 + t \rfloor \) are masked, \( t_0 \in [0, w - t] \) and \( w \) is the number of time steps for the input mel-spectrogram, and \( t \in [0, w \times V] \), where \( V \) is used for adjusting time masking size. The masked portion of the mel-spectrogram are padded with 0 or the minimum value of the input data.

**Time warping** is to warp the input mel-spectrogram on the time axis by \( t \) percent from the original point, where \( t \in [0, V] \), and \( V \) is the time warping parameter which increases the speed of a voice. As the augmented input data on the time axis is shorter than the original input data after warping, the gap is filled with 0 or the minimum value of the input data.

**Time shifting** is to shift the input mel-spectrogram on the time axis by \( t \) percent from the original point, where \( t \in [-V, V] \), and \( V \) is the time shifting parameter which forwards or backwards a speech with a random percentage. The gap left from the mel-spectrogram’s forward and backward shifting is filled with 0 or the minimum value of the input data.

**Loudness amplifying** is applied to \( t \) consecutive input time steps at \( \lfloor t_0, t_0 + t \rfloor \), \( t_0 \in [0, w - t] \) where \( w \) is the number of time steps for the input mel-spectrogram, and \( t \in [0, w \times 0.15] \). The loudness of speech at \( \lfloor t_0, t_0 + t \rfloor \) is amplified by \( \lambda \), \( \lambda \in [0, V] \) where \( V \) is the extent of the loudness amplifying.

### 2.2. Time-Domain Augmentation Operations

For the raw waveform of speech data, we select 4 single augmentation operations of WaveAugment [23] developed in a public library for the time-domain speech data augmentation: pitch modification (pitch), additive noise (add), reverberation (reverb), and time drop (idrop). We define their augmentation operations in detail as below.

**Pitch modification** is applied to the entire input time steps. The change in the pitch is uniformly sampled by \( p \), and \( p \in [-V, +V] \), where \( V \) is used to control pitch change.

**Reverberation** is applied to the entire input time steps with uniformly sampled room-size of \( r \), \( r \in [-V, +V] \), where \( V \) is the reverberation strength.

**Additive noise** is applied to the entire input time steps by adding a Gaussian white noise with scale of \( w \), \( w \in [-V, +V] \), where \( V \) is to control the noise scale.

**Time drop** is applied to \( t \) consecutive input time steps where \( \lfloor t_0, t_0 + t \rfloor \) are masked with 0 values, \( t_0 \in [0, w - t] \) and \( w \) is the number of time steps for the waveform of the input data, and \( t \in [0, w \times V] \), where \( V \) is to adjust the time drop span.

### 3. Cyclic Augmentation Approach

In this section, we present the design of our random augmentation search space and introduce our approach of dynamically configuring the augmentation magnitude (i.e., representing the magnitude scaling) with a cosine annealing scheduler. We use the magnitude to control the scale of augmentation policies applied to the speech data.

### 3.1. Speech Data Random Augmentation with Dynamic Magnitude

Based on the individual augmentation operations defined in Section 2, we configure their unified parameters \( V \) as shown in Table 1 for the scale of each augmentation operation for the speech data.

<table>
<thead>
<tr>
<th>Operations</th>
<th>( V )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency masking</td>
<td>0.15</td>
</tr>
<tr>
<td>Time masking</td>
<td>0.2</td>
</tr>
<tr>
<td>Time warping</td>
<td>20</td>
</tr>
<tr>
<td>Time shifting</td>
<td>5</td>
</tr>
<tr>
<td>Loudness Amplifying</td>
<td>1.0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Operations</th>
<th>( V )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pitch modification</td>
<td>150</td>
</tr>
<tr>
<td>Reverberation</td>
<td>50</td>
</tr>
<tr>
<td>Additive noise</td>
<td>20</td>
</tr>
<tr>
<td>Time drop</td>
<td>0.2</td>
</tr>
</tbody>
</table>

We merge the spectral-domain augmentation operations or the time-domain augmentation operations as shown in Table 1 in a search space (\( S \)), based on the form of speech data for training an ASR model (i.e., either mel-spectrogram or raw waveform).

Algorithm 1 presents the process of the speech data random augmentation. The on-the-fly speech data is transformed by a number of \( N \) randomly selected augmentation operations from the search space \( S \), and then augmented with a unified magnitude \( M \) during the training of ASR models. Algorithm 1 is a similar approach to RandAugment [18] applied to speech data for enlarging the diversity of speech data variants further.

**Algorithm 1**: Pseudo-code for speech data random augmentation

```plaintext```
input : search space of augmentation operations \( S \), number of operations \( N \), magnitude of the CyclicAugment \( M \), input speech data \( x \)

1 for \( n \leftarrow 1 \) to \( N \) do
2 \( s \leftarrow \) randomly select one operation from \( S \)
3 \( m \leftarrow M \times \) augmentation parameter \( V \) of \( s \)
4 \( y \leftarrow \) apply \( s \) to \( x \) with augmentation parameter \( m \)
5 end
6 return \( y \)
```plaintext```

### 3.2. Configuring Augmentation Magnitude Variable \( M \)

For the magnitude variable \( M \) representing magnitude scaling in Algorithm 1, we dynamically configure it with a cosine annealing scheduler as follows.

\[
M = \alpha \cos \frac{2\pi T_{cur}}{T_{period}} + 1
\]

where \( T_{cur} \) is the current training epoch value; \( T_{period} \) is the period of cosine function, and \( \alpha \) is a scalar value. Figure 1

### Table 1: Parameters \( V \) for the spectral-domain and the time-domain augmentation operations.
shows an example of the magnitude $M$ arranged by a cosine annealing scheduler with $T_{\text{period}} = 4$ and $\alpha = 0.75$, where $M$ varies between 0 and 1.5 during each period (i.e., 4 epochs) of the training of ASR models.

![Cosine Annealing Scheduler of Magnitude $M$](image)

Figure 1: Example of variable $M$ tuned with a cosine annealing scheduler during the training of ASR models.

4. Experiments and Results

4.1. LibriSpeech 960h Speech Recognition for Supervised Learning

4.1.1. Models

We use two end-to-end ASR models, the LAS (Listen, Attend, and Spell) [24] and the Conformer [25] for supervised learning setting. We use a vocabulary size of 16000 Word Piece Model [26] to tokenize the text transcripts of the LibriSpeech 960h [27] dataset for training the two models.

For the LAS model, the input data is fed into a 6 convolutional layers of very deep Convolution Neural Network (VGG) [28] to extract the input features. The LAS encoder with 4 layers of bi-directional LSTMs of size 1024, is used to process the output of VGG and generate attention vectors. The attention vectors are then passed into the LAS decoder consisting of 2 layers of bi-directional LSTMs of size 1024 to generate the text predictions.

For the Conformer model, we use the medium size architecture [25] as follows. The input data is processed by convolution kernel with size of 32 for feature extraction. The Conformer encoder consists of 16 layers of conformer blocks with dimension size 256 and 4 attention heads. Its decoder has one layer of LSTM with cell size 640 for generating the text predictions.

For both models, we use a beam size of 8 for beam search to obtain the final transcripts of the text predictions. To get further performance improvements, we incorporate a 3-gram ARPA language model of LibriSpeech 960h dataset [27] by shallow fusion with the two ASR models.

4.1.2. Spectral-Domain Augmentation Policies

We extract 80-dimension filter banks as the input mel-spectrogram data for the two ASR models. To demonstrate the performance of our approach, we compare our CyclicAugment approach with two baselines: SpecAugment [7] and RandAugment [18]. Their policy settings are as follows: (i) For SpecAugment, we apply each input mel-spectrogram with time masking, frequency masking and time warping from the spectral-domain operations in Table 1; (ii) We use RandAugment approach by transforming each input mel-spectrogram with 3 randomly selected individual spectral-domain augmentation operations in Table 1; (iii) We use our CyclicAugment approach with $N = 3$, and a cosine annealing scheduler (i.e., $T_{\text{period}} = 4$, $\alpha = 2.0$), that we randomly select three spectral-domain operations in Table 1 and configure their magnitude with a period of 4 epochs cosine annealing scheduler.

All the other hyperparameters of the above three augmentation policies are fixed without applying additional tuning to inspect the effectiveness of the different augmentation policies for the training of ASR models.

4.1.3. Experiment Results

Both the LAS model and the Conformer model are trained from scratch on the LibriSpeech 960h datasets with the two baselines and our approach (i.e., SpecAugment, RandAugment and our CyclicAugment). Both models are trained for 200 epochs using the Adam optimizer [29] with a learning rate of 1e-4.

The WER results in Table 2 show that ASR models trained with our CyclicAugment approach achieves 12%-35% relative improvements compared with that trained with SpecAugment and RandAugment. In addition, the RandAugment approach has marginal improvement (i.e., less than 5% relative improvement) over the SpecAugment approach. This aligns with the results in comparison with SCADA [19] approach.
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Table 2: WER (%) of LAS and Conformer trained with the three augmentation policies assessed on LibriSpeech 960h test sets.

<table>
<thead>
<tr>
<th>Model + Policy</th>
<th>No LM</th>
<th>With LM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Clean</td>
<td>Other</td>
</tr>
<tr>
<td>LAS [24] + CyclicAug (ours)</td>
<td>6.9</td>
<td>14.3</td>
</tr>
<tr>
<td>Conformer [25] + CyclicAug (ours)</td>
<td>5.5</td>
<td>9.3</td>
</tr>
</tbody>
</table>

4.2. TIMIT 5h Phoneme Recognition for Semi-Supervised Learning

4.2.1. Model

Semi-supervised learning pre-trains a model with large quantities of unlabeled data and then fine-tunes it with labeled data. For our semi-supervised learning setting, we fine-tune the pre-trained wav2vec2.0 [30] ASR models on TIMIT 5h phoneme recognition corpus [31]. Specifically, we use two LARGE size wav2vec2.0 models: LARGE LS-960 (pre-trained on LibriSpeech 960h [27]) and LARGE LV-60K (pre-trained on LibriVox of 60,000 hr unlabeled speech data [32]).

4.2.2. Time-Domain Augmentation Policies

Both aforementioned wav2vec2.0 models are pre-trained with raw audio data rather than mel-spectrogram form. Thus, we fine-tune them with the time-domain augmentation operations in Table 1. When fine-tuning the wav2vec2.0 models, we apply three augmentation policies to the raw waveform speech data in comparison with their performance: (i) the Time drop operation in Table 1 implemented in the original wav2vec2.0 paper [30], (ii) the RandAugment [18] approach with 2 randomly selected time-domain operations in Table 1, (iii) our CyclicAugment approach with parameters set to $N = 2$, and the magnitude $M$ is scheduled by a cosine annealing scheduler (i.e., $T_{\text{period}} = 4$, $\alpha = 1.0$).

Both pre-trained models are fine-tuned for 100 epochs with Adam [29] in a learning rate of 3e-5. For the TIMIT dataset,
we use 90% TRAIN set for fine-tuning the pre-trained models, 10% TRAIN set for validation, and the TEST set for phoneme predictions with a merged 39 phonemes configuration [33].

4.2.3. Experiment Results

In Table 3, our proposed CyclicAugment approach has 8-12% relative gains measured in PER over the Time drop approach and the RandAugment approach. Further, our CyclicAugment approach achieves the state-of-the-art performance (i.e., 7.7% PER for the LARGE LS-960 model and 7.1% PER for the LARGE LV-60K model) compared with the 8.3% PER reported in the wav2vec2.0 paper [30] for the TIMIT dataset.

Table 3: PER (%) achieved by fine-tuning LARGE LS-960 and LARGE LV-60K with three augmentation policies assessed on TIMIT test set.

<table>
<thead>
<tr>
<th>Model + Policy</th>
<th>TEST SET</th>
</tr>
</thead>
<tbody>
<tr>
<td>LARGE LS-960 [30] + Time drop (original)</td>
<td>8.3</td>
</tr>
<tr>
<td>LARGE LS-960 [30] + Time drop</td>
<td>8.4</td>
</tr>
<tr>
<td>LARGE LV-60K [30] + Time drop</td>
<td>8.0</td>
</tr>
<tr>
<td>LARGE LV-60K [30] + CyclicAug (ours)</td>
<td>7.1</td>
</tr>
</tbody>
</table>

4.3. Optimal Model Checkpoints with CyclicAugment

In this sub-section, we interpret the performance gains achieved by using our CyclicAugment approach to train an ASR model. Figure 2 shows CyclicAugment magnitude $M$, training loss and validation PER % evaluated on the TIMIT dataset [31] for our semi-supervised learning setting. Curves of different colours denote the three approaches used to fine-tune the LARGE LV-60K wav2vec2.0 pre-trained model: Time drop, RandAugment [18] and our CyclicAugment approach. Combining the training loss curves and validation PER % curves, we can see that training ASR models with the Time drop approach tends to be overfitting with its weaker magnitude, and training with the RandAugment approach delays overfitting with a stronger magnitude as seen in the performance gains over the Time drop approach. While for the training loss curve of using our CyclicAugment approach, a distinct pattern is the periodical high and low training loss synchronized with the periodical magnitude of augmentation operations (i.e., the cosine annealing scheduler of the magnitude $M$). Our proposed dynamic magnitude of augmentation policies works in a mechanism similar to the learning rate warm restart of stochastic gradient descent [20] and cyclical learning rate [21], which is effective for escaping local optima. Thus, training an ASR model with our CyclicAugment approach can visit multiple local optima and have higher chance to converge to the global optima. Thus, good validation results can be found frequently at the troughs of the cosine annealing scheduler of CyclicAugment, and the changes around the crests indicate that the model is likely to escape the local optimal and start moving to the next one.

Recent speech data augmentation approaches (e.g., SpecAugment [7], SpecSwap [9], WaveAugment [23]) focus on exploring augmentation operations or policies with consistency magnitude mainly to reduce overfitting. Our proposed approach dynamically configure the magnitude of augmentation policies. It delays overfitting, and also can assist in escaping local optima during the model training with longer training epochs. Moreover, our CyclicAugment approach can be used jointly with adaptive learning rate optimizers (e.g., Adam [29] and Adadelta [34]) for training an ASR model. Training ASR models with our approach can converge quickly towards local optima with the adaptive learning rate optimizers, and periodically escape local optima and converge to a global optimum.

5. Conclusions

In this paper, we propose a computationally cheap yet effective data augmentation approach, CyclicAugment, to generate diversified data augmentation policies for ASR. CyclicAugment uses a cosine annealing scheduler to dynamically configure the magnitude of augmentation policies. Experiment results show that our CyclicAugment approach is effective for both mel-spectrogram and raw waveform speech data in supervised learning and semi-supervised learning settings. Our proposed CyclicAugment approach can improve generalization, and also can help escape local optima in the training of ASR models.

In the future, we will try the slanted triangular learning rates [35] approach to tune the magnitude of augmentation policies. We will also test our CyclicAugment approach on other speech processing technologies, such as speech enhancement [36] and smoker identification [37].
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