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Abstract

Neural audio coding has shown very promising results recently in the literature to largely outperform traditional codecs but limited attention has been paid on its error resilience. Neural codecs trained considering only source coding tend to be extremely sensitive to channel noises, especially in wireless channels with high error rate. In this paper, we investigate how to elevate the error resilience of neural audio codecs for packet losses that often occur during real-time communications. We propose a feature-domain packet loss concealment algorithm (FD-PLC) for real-time neural speech coding. Specifically, we introduce a self-attention-based module on the received latent features to recover lost frames in the feature domain before the decoder. A hybrid segment-level and frame-level frequency-domain discriminator is employed to guide the network to focus on both the generative quality of lost frames and the continuity with neighbouring frames. Experimental results on several error patterns show that the proposed scheme can achieve better robustness compared with the corresponding error-free and error-resilient baselines. We also show that feature-domain concealment is superior to waveform-domain counterpart as post-processing.

Index Terms: error resilience, packet loss concealment, neural audio coding, real-time communication

1. Introduction

High-fidelity audio transmission over wireless channels has been increasingly important recently. However, audio packets over the Internet are prone to various types of errors, e.g. random bit errors, packet loss, network congestion and jitters. These errors, if not handled properly, may lead to severe distortion and discontinuity in the received audio. Error resilience is a crucial topic and has been extensively studied in traditional audio coding. Forward error correction (FEC) [1] is a traditional way to protect the compressed bitstream at the sender side. At the same time, modern signal processing based audio coding is typically equipped with a packet loss concealment (PLC) module [2, 3] to restore the delayed and missing packets at the receiver side. Numerous studies on adaptive quantizer [4], data partition, unequal error protection [5, 6] and PLC algorithms have been proposed to improve the error resilience of the coding.

In recent years, neural audio/speech coding schemes have shown great vitality in providing extremely high coding efficiency, either by using a strong decoder for recovery from acoustic features [7, 8, 9, 10] or by end-to-end neural coding [11, 12, 13, 14, 15]. They have demonstrated a high audio quality at a very low bitrate, largely outperformed traditional audio codecs like Opus [16]. However, these coding schemes target only at coding efficiency without taking error resilience into account. When there are channel noises, the source coding models are extremely sensitive to channel noises according to our experiments. This paper aims to fill in this gap by investigating how to handle packet losses in a neural coding scheme.

Existing PLC algorithms can be partitioned into two groups, i.e. parametric-domain and waveform-domain PLC. Parametric-domain PLC algorithms aim to predict lost parameters at the codec level, which are used to synthesize the waveform audio. One example is NetEQ [2], the standard PLC algorithm in WebRTC that uses Linear Prediction Coefficient (LPC) to estimate the voice and unvoiced components of the signal and interpolates samples as the linear combinations of highly-correlated pitch-periods. Waveform-domain PLC algorithms solve this problem by designing a post-processing step on the decoded waveform. Time-scale modification (TSM) techniques such as Waveform Similarity Overlap-and-Add (WSOLA) [3] have been widely used for waveform-domain PLC for its capability of extrapolating audio samples in the time domain with good audio quality. These signal processing based methods yield good quality for short packet losses but tend to produce robot-like artifacts for long burst losses.

Comparatively, with the significant breakthroughs made in deep learning and generative models, deep-learning based PLC algorithms have been demonstrated to show superior restoration ability recently, especially for long-term packet loss scenario. Most existing deep PLC algorithms are waveform-domain methods introduced to reconstruct lost packets as a post-processing stage. Generally, they can be divided into autoregressive networks [17, 2] and generative adversarial networks (GANs) [18, 19, 20]. Auto-regressive methods use recurrent neural networks like LSTM [17], WaveRNN [21], WaveNetEQ [2] as regression models of waveform samples to perform PLC in a real-time setup. These methods usually need a special tuning of the sampling process to generate audio samples after the lost packet and introduce extra delay by feeding output into the network input. In contrast, GAN-based PLC algorithms can generate speech in a frame-in/frame-out manner without any regression [19, 20]. They typically employ an adversarial training strategy, taking an auto-encoder architecture as the generator and one or more discriminators as a learnable loss function of the restoration task. They have been verified to outperform both the auto-regressive counterparts and the classical methods. One problem of the post-processing based methods is that they are highly dependent on the codec’s output. Models trained on uncompressed speech usually degrade a lot when being used directly on the decoded audio without a finetuning or retraining on the codec output. Also, its maximum potential is limited by the codec’s quality.

Thanks to the learning capability of neural audio/speech coding, the error resilience could be optimized jointly with source coding to push the boundary further. In our previous work [15], we show an example of this optimization. In this paper, we dig further into this problem and investigate it in a more systematical way. Specifically, we propose a feature-domain PLC (FD-PLC) for neural audio/speech coding, alike
the parametric-domain PLC in traditional audio coding. A lightweight attention-based PLC block is introduced to recover lost feature frames at the decoder. This structure is efficient to capture both local and global correlations along the temporal dimension with different attentiveness to lost/non-lost frames. Furthermore, both a spectrogram-based loss at multiple scales and a hybrid segment-level and frame-level adversarial loss are utilized to achieve a natural and temporally coherent reconstruction quality. Taking the end-to-end neural speech coding network [15] for real-time communications as a backbone, our experimental results show that the proposed method largely enhances the output quality under several packet loss patterns.

2. The Proposed Scheme

A typical neural speech coding network is composed of an encoder, a vector quantizer and a decoder, as illustrated in Fig. 1. A single channel recording \( x \in \mathbb{R}^L \) is mapped to a sequence of embeddings \( X^E \in \mathbb{R}^{T \times 1 \times C} \) with low latency. Then the vector quantizer discretizes the embeddings to quantized features \( X^Q \in \mathbb{R}^{T \times 1 \times C} \) with a set of finite codebooks to meet the target bitrate. Without considering channel losses, the decoder produces a lossy reconstruction \( \hat{x} \in \mathbb{R}^L \) from \( X^Q \). When the channel suffers from packet losses, the decoder needs to recover \( \hat{x} \) from \( X^Q \), where quantization noises and packet losses are present. To facilitate this recovery, we introduce the FD-PLC module to adjust the inverse quantization in the feature domain. Let \( \hat{X}^Q \) denote the recovered features by FD-PLC. The decoder follows to reconstruct the whole waveform. The whole network is trained on the decoder part to minimize the distortion \( D(x, \hat{x}) \) at given bitrate and packet loss rate and pattern. Multiple discriminators are designed for adversarial training to produce a natural and temporally-coherent output quality with high fidelity. The following subsections will describe them in detail.

2.1. Backbone network

We take the low-latency neural speech coding network TFNet in our previous work [15] as the backbone. It takes the time-frequency spectrum with a 20ms window and a 5ms hop length as input with power-law compressed normalization on the magnitude. The encoder and decoder are composed of causal convolutions and deconvolutions for capturing frequency dependencies and two kinds of causal temporal filtering modules in-between them, i.e. dilated temporal convolution module (TCM) and group-wise gated recurrent unit (G-GRU) for capturing temporal dependencies. The two temporal filtering modules are organized in an interleaved way to efficiently extract both local and long-term temporal dependencies. For vector quantization, the latent embeddings \( X^B \in \mathbb{R}^{T \times 1 \times C} \) are split into \( N \) groups. For each group, it uses an independent codebook containing \( S \) codewords. At the target bitrate of 6kbps, we combine 4 overlapped frames (corresponding to 20ms new data) into a vector for quantization.

2.2. FD-PLC module

The FD-PLC module is composed of two kinds of causal modules stacked together, i.e., a group-wise temporal self-attention block (G-TSA) and a TCM module. The G-TSA block is similar to the multi-head self-attention block (MHSA) in transformer [22] and we turn it into a causal operation along the temporal dimension using a window of \( N \) frames, i.e. each frame only has access to \( N \) past frames without any look-ahead. It captures different attentiveness to different frames thus provides temporal adaptation to the content and the loss/non-loss properties. As shown in Figure 2, we use a pre-norm residual unit similar to that in [23] for the G-TSA block, with two convolutional layers with a kernel size of \( 1 \times 1 \) to reduce and increase the dimensions. The TCM block is similar to that used in the backbone network but with layer normalization preceding the convolutions and GELU as the activation function. Several TCM blocks with increasing dilation rates are stacked together to form a large TCM module with a large receptive field. We use G-TSA to extract the local correlations which is more important to the current frame at a fine granularity and the TCM is used to aggregate the G-TSA output features to catch long-term dependencies at a coarse granularity.

2.3. Adversarial training

Adversarial training is widely used for restoration tasks to achieve good reconstruction audio quality. We employ two frequency-domain discriminators with discrimination capability at different granularity. They both take the magnitude spectrum, with a window length of \( W = 20 \text{ms} \) and a hop length of \( H = 10 \text{ms} \) as the input. The first is a segment-level discriminator used to judge the overall quality of an audio clip. It consists of four convolutional layers with a kernel size of \( (3, 3) \) and a stride of \( (2, 2) \), followed by normalization and Leaky ReLU activation. The number of channels is progressively increased.
to 64 with the depth of network. Finally, a fully connected layer is used to aggregate all channels into one and we do an average pooling on both the (down-sampled) time and frequency dimensions to get just one logit at the output. The second discriminator targets at frame-level discrimination. For this purpose, we use a kernel size of (2, 5) with a stride of (1, 2) in convolution blocks so as to down-sample frequency bins while keeping the temporal resolution. Only frequency-dimension average pooling is used to obtain a 1-dimensional logits as the output. In both discriminators, we use spectral normalization [24] for the first convolution block and instance normalization [25] for others for stable training. Sigmoid activation is used on the output.

We take the Binary Cross Entropy (BCE) loss generally used for GAN [26], i.e.,

$$\max_D L_{\text{adv}} (D) = \mathbb{E}_x [\log (D (x))] + \mathbb{E}_y [\log (1 - D (G (y)))],$$

$$\min_G L_{\text{adv}} (G) = \mathbb{E}_x [\log (1 - D (G (x)))] \tag{1}$$

We also use a feature matching loss [27] as an additional constraint for the generator, which is given by

$$L_{\text{fm}} (G) = \mathbb{E}_x \left[ \sum_{t=1}^{T} \frac{1}{N_t} \parallel D_t (x) - D_t (G (x)) \parallel_{1} \right], \tag{2}$$

where $T$ denotes the number of layers in the discriminator that are used for the feature loss. $D_t$ and $N_t$ denote the features and feature sizes in the $t$-th layer of the discriminator, respectively.

2.4. Training objectives

The neural coding network works as the generator in adversarial training. We use a combination of several loss terms in guiding it towards a good decoded audio quality as follows

$$L_G = \lambda_{\text{plc}} L_{\text{plc}}(G) + \lambda_{\text{bin}} L_{\text{bin}}(G) + \lambda_{\text{mel}} L_{\text{mel}}(G) + \lambda_{\text{adv}} L_{\text{adv}}(G) + \lambda_{\text{fm}} L_{\text{fm}}(G), \tag{4}$$

where the scalars $\lambda_{\text{plc}}, \lambda_{\text{bin}}, \lambda_{\text{mel}}, \lambda_{\text{adv}}, \lambda_{\text{fm}}$ are weights to balance different terms and set by $\lambda_{\text{plc}} = 1, \lambda_{\text{bin}} = 1, \lambda_{\text{mel}} = 0.25, \lambda_{\text{adv}} = 10^{-4}, \lambda_{\text{fm}} = 2 \times 10^{-5}$ in our implementation. $L_{\text{adv}} (G)$ and $L_{\text{fm}} (G)$ are adversarial and feature loss terms in Eq. 2 and 3.

The first term $L_{\text{plc}} (G)$ adds the supervision on guiding the FD-PLC module to recover the lost frame from $X_Q\tilde{}$. During training, we add proportional lost frames and non-lost frames to make the data balance. Let $S$ denote this set and the loss term is given by

$$L_{\text{plc}} (G) = \mathbb{E}_x \left[ \frac{1}{|S|} \sum_{t \in S} \parallel X_Q (t) - \hat{X}_Q (t) \parallel_{1} \right], \tag{5}$$

where $X_Q (t)$ and $\hat{X}_Q (t)$ are $t$-th frame of $X_Q$ and $\hat{X}_Q$, respectively. $|S|$ denotes the number of frames in $S$. The L1 loss is used to measure the distance between $X_Q$ and $\hat{X}_Q$. In our implementation, we take the error-free baseline as the pretrained model for encoder, the codebook and $X_Q$ and train the FD-PLC and the decoder jointly. More ablation studies on the training algorithm could be found in section 4.2.

The second $L_{\text{bin}} (G)$ and the third terms $L_{\text{mel}} (G)$ are quality terms at each frequency-bin and mel-band. As shown in [28] that time-frequency distribution can be effectively captured by jointly optimizing multi-resolution spectrum and adversarial loss functions, we use $L_{\text{mel}} (G)$ at multiple resolutions to achieve a high perceptual quality, which is given by

$$L_{\text{mel}} (G) = \mathbb{E}_{x, \hat{x}} \left[ \frac{1}{N} \sum_{r=1}^{N} \parallel \phi^r (x) - \phi^r (\hat{x}) \parallel_{1} \right], \tag{6}$$

where $\phi^r (\cdot)$ is the $r$-th mel-scale band. To achieve high-fidelity, we also use the frequency-bin wise quality term $L_{\text{bin}} (G)$ by

$$L_{\text{bin}} (G) = \mathbb{E}_{x, \hat{x}} \left[ \parallel \psi(x) - \psi(\hat{x}) \parallel_{2}^{2} \right]. \tag{7}$$

$\psi (\cdot)$ is the power-law compressed magnitude of $x$. We use L2 distance metric here.

3. Experimental Setup

3.1. Datasets and settings

We use the 16kHz raw clean speech data from Deep Noise Suppression Challenge at ICASSP 2021[29]. It includes multilingual speech and emotional clips. For packet loss, we simulate with a random loss rate from $\{10\%, 20\%, 30\%, 40\%, 50\%\}$, whose maximum burst loss length is $\{60, 80, 120, 160, 220\}$ milliseconds, respectively. Besides, we simulate WLAN packet loss pattern with three-state Markov models[30]. For training, we synthesized 600 hours of data, 100 hours for each loss rate category. For testing, we use the blind test set from Audio Deep Packet Loss Concealment Challenge at INTERSPEECH 2022[31]. This test set uses real packet loss traces captured in real Microsoft Teams calls. Its maximum burst loss length is up to 1000 milliseconds. We also use another test sets with synthetic traces with a random loss rate from 10% to 50% for a deep investigation.

For training, we use the Adam optimizer[32] for both generator and discriminator. A learning rate of $4e^{-4}$ is employed for generator while for discriminator the learning rate is decayed by 0.999 for every epoch with an initial rate of $4e^{-4}$. The temporal window size $N$ of the FD-PLC module is set to 32 frames. The network is trained for 60 epochs with a batch size of 200.

3.2. Evaluation metrics

We measure signal quality at various packet loss rates while the bitrate is fixed to 6kbps. For a generative task, speech distortion, perceptual quality and naturalness are important factors to measure the quality. To this end, we employ mel cepstral distortion (MCD; in dBs) [33] to measure speech distortion which focuses on perceptually relevant speech characteristics of the short-term speech spectrum. To measure the overall quality, we use the PLCMS, the evaluation tool for the PLC Challenge at INTERSPEECH 2022 [31] and NISQA[34]. NISQA is a deep learning framework for speech quality evaluation covering several sources of degradations, including packet losses and audio compression. We use NISQA-MOS to evaluate the overall quality, NISQA-Discontinuity for the audio continuity, and NISQA-TTS for the naturalness of synthesized speech. Our experiments find that they reasonably match our perception when using the same neural audio codec.

3.3. Baselines for comparison

We compare the proposed FD-PLC scheme with several baselines to verify its effectiveness, the error-free baseline, the error-resilient baseline, Baseline-GAN, Atten-GAN, Post-PLC and the FD-PLC as shown in Fig. 3 and Table. 1. The error-free and error-resilience baselines are trained without and with consideration on packet losses. The Baseline-GAN differs from the Error-resilient baseline by adding adversarial training. The Atten-GAN further introduces the FD-PLC module into Baseline-GAN so that it uses the same network as the proposed FD-PLC. It differs from the proposed FD-PLC only in that no $L_{\text{adv}} (G)$ loss is used. What’s more, the Post-PLC moves the PLC module to waveform domain, acting as a post-processing...
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