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Abstract

Registering each user’s identity for voice assistants is burdensome and complex for multi-user environments like a household scenario. This is particularly true when the registration needs to happen on-the-fly with a relatively minimum effort. Most of the prior works for speaker identification (SID) do not seamlessly allow the addition of new speakers as these do not support online updates. To deal with such limitation, we introduce a novel online learning approach to open-set SID that can actively register unknown users in the household setting. Based on MPART (Message Passing Adaptive Resonance Theory), our method performs online active semi-supervised learning for open-set SID by using speaking embedding vectors to infer new speakers and request user's identity. Our method progressively improves the overall SID performance without forgetting, making it attractive for many interactive real-world applications. We evaluate our model for the online learning setting of an open-set SID task where new speakers are added on-the-fly, demonstrating its superior performance.

Index Terms: open-set speaker identification, online active learning, message passing adaptive resonance theory

1. Introduction

Speaker identification (SID) aims to detect the speaker identity of a given utterance based on user’s unique vocal characteristics. SID is an important feature for personal voice assistant (PVA) services, especially for their household and mobile applications. In most cases, users manually register their voices in advance for these applications. While voice assistants aim to offer the most seamless registration experience, it is often a huddle for new users to register, especially when these are not that familiar with PVAs.

To deal with such limitation, open-set SID approaches [1, 2, 3] have been considered as an alternative to register new users. That is, open-set SID takes into account the possibility that a given utterance does not belong to any of the enrolled speakers. Most of the prior works on open-set SID do not properly address the cases where unknown users can be registered as additional users on-the-fly without involving any offline computation. In this work, we study how to actively register and identify speakers for unspecified users via online learning.

Note that active learning is a relatively inexpensive yet easy way of enabling speaker identification of new users. That is, we could simply register new speakers by actively querying users for utterances of unknown identity. There are still some limitations with utilizing active learning methods that sample from a pool of stored data. First, it is not that easy to identify the speaker’s identity even for humans [4]. Also, there are potential privacy concerns as we need to directly query the speaker’s utterance, which might contain personal information, rather than the speaker embedding vectors [5, 6].

A more attractive approach would be directly requesting the user’s identity information without storing any utterance data. When the voice assistant receives the utterance from an unknown speaker, it can immediately ask who is speaking. Online active learning (OAL) [7, 8] is particularly suitable for this SID scenario in which data labeling cost is prohibitive and user data cannot be stored due to privacy concerns. OAL performs the selection and querying of samples in addition to model updates on-the-fly. To the best of our knowledge, OAL has never been used for open-set SID.

Finally, we can take the full advantage of semi-supervised learning (SSL) to improve the overall performance of our model by additionally utilizing unlabeled data along with a small number of labeled data. In the past, several SSL approaches such as label propagation and graph-based methods have been proposed for SID [9, 10, 11, 12]. Most of them, though, require iterative training in a batch mode, making them difficult to use for the online learning of open-set SID tasks, where the learning targets continuously evolve [13].

Considering all these aspects, we propose a novel online active semi-supervised learning method for open-set SID based on Message Passing Adaptive Resonance Theory (MPART) [14]. MPART is an ART-based model [15] that can effectively learn input data distribution (i.e., topological graph) on-the-fly without forgetting. It can also efficiently estimate class labels and uncertainties associated input samples using a small amount of labeled data in a class-incremental learning manner. We take advantage of MPART to query the identities of unknown speakers and register them as additional users for open-set SID. To experimentally validate our approach, we design an online learning task for open-set SID where the storage of utterances is
not allowed and a set of new speakers can be added at any time. In our experiments that only allow the access to a small amount of identity labels, the results show that our proposed method significantly outperforms other baselines. We illustrate an overview of our proposed method in Figure 1.

2. Related Works

2.1. Open-set speaker identification

Studies on open-set SID include implementing an adaptive-Gaussian mixture model (GMM) with a fast scoring technique [16] and showing the effectiveness of the i-vector and GMM-UBM methods [17]. Recently, a challenge on discriminating blacklist [18] has been presented, and several methods have been proposed [3, 19] to solve this task. Most of the open-set SID studies do not address online learning of additional speakers’ identities. As an online learning method, a framework was introduced to train SID model on the fly without prior registration [20]. However, this method is based on the iterative feedback from users which does not utilize active user-registration.

2.2. Active learning on speaker recognition

Some studies are introduced neural network based active learning methods to compare performance with conventional approaches (e.g., GMM) for open-set SID [21, 22]. In the field of speaker diarization [23], there are studies to reduce the cost of speaker diarization [23], there are studies to reduce the cost of manual annotation [24] and improve performance through the active query [25]. There are researches on speaker recognition that compare performance using an uncertain sample query strategy with various audiovisual datasets [26] and develop the technique to maximize cluster size and manifold coverage while minimizing the number of queries [27]. Although these methods contributed to reducing the need for labeled data, they require iterative data access for query selection, making them unsuitable for online learning.

3. Methods

3.1. Problem settings and overview

The proposed method aims to classify speakers from the input data stream of utterances without prior knowledge such as pre-registered speakers or total number of users. Formally, for input utterance stream $X = \{x_1, x_2, ..., x_t\}$, we train a model online and predict the speaker’s identity label $Y = \{y_1, y_2, ..., y_t\}$. All utterances $x_t$ are given without labels, and the model can infer unknown speakers and query the identity $y_t$ of the user to improve SID performance.

To this end, we first extract speaker embedding vector (i.e., x-vector [28]) $h_t$ from the utterance $x_t$, and the reduced $n_i$-dimensional feature vector $r_t \in [0, 1]^n$ is obtained from $h_t$ using the pre-trained Parametric-UMAP [29]. Then, as proposed in MPART [14], we gradually build a topological graph by learning the distribution and correlations of the input samples. In the topological graph, nodes represent categories of input samples, and edges indicate the similarity between the nodes. We can label each node and perform classification using the label density of the node to which the input sample corresponds (i.e., the winner node). To compensate for the lack of labeled nodes, we use the message passing method on the graph to classify the speakers and query unknown users for their identity. All processes are performed online, and the overall process is described in Algorithm 1. The following sections briefly describe MPART’s methods for topological graph construction, speaker identification, and active querying.

3.2. Topological graph construction

To form the nodes of the topological graph, complemented code $I_t = [r_t, \bar{r}_t]$ is used in input layer, as in Fuzzy ART [30]. All nodes $j$ are connected to the input layer with adaptive weights $w_{j,t}$, and are created or activated based on matching function $M_j$ and choice function $T_j$ defined in Equation 1.

$$M_j(I_t) = \frac{\|I_t \wedge w_{j,t}^\alpha\|}{\|I_t\|_1}$$

$$T_j(I_t) = \frac{\|I_t \wedge w_{j,t}^\beta\|}{\alpha + \|w_{j,t}\|_1}$$

(1)

where $\wedge$ denotes element-wise minimum operation, $\|\cdot\|_1$ is L1 normalization and $\alpha > 0$ is a hyperparameter for the choice function. Input $I_t$ is compared with all nodes to get $M_j(I_t)$. To become candidates of winner, $M_j(I_t)$ is greater than or equal to a vigilance parameter $\rho \in [0, 1]$. The winner node $J_t$ is selected by the largest value $T_j(I_t)$ among candidates, and the remaining nodes are referred to co-activated nodes.

The winner node is updated with a learning rate $\beta \in [0, 1]$ and raise the winning count $d_{J_t}$ by Equation 2. If there is no winner, a new node $J_t$ is created and initialized to $w_{J_t} = I_t$ and $d_{J_t} = 1$.

$$w_{J_t}^\text{new} = \beta(I_t \wedge w_{J_t}^\text{old}) + (1 - \beta)w_{J_t}^\text{old}$$

$$d_{J_t}^\text{new} = d_{J_t}^\text{old} + 1$$

(2)

With the formation of nodes, if multiple nodes are activated together, the co-activated counts $e_{ij}$, between winner node $J_t$ and co-activated nodes $\nu \neq J_t$ are increased by 1. The edge weight $e_{ij}$ of the topological graph is defined as Equation 3.

$$e_{ij} = c_{ij} / (d_i + d_j)$$

(3)

where $c_{ij}$ is the co-activated count of nodes $i$ and $j$. The edge weight $e_{ij}$ is always in between 0 and 1, so it can be used for message passing on the graph without normalization.

3.3. Speaker identification and active querying

3.3.1. Message passing

The message passing method for MPART is defined as Equation 4 for node classification and active querying.

$$X_{t}^{(l+1)} = X_{t}^{(l)} + \delta \sum_{j \in N_i} e_{ij} X_{j}^{(l-1)}, \forall i \in N_j^{(0:L-t)}$$

(4)

where $\delta \in [0, 1]$ is a hyperparameter for propagation rate. $X_i$ and $X_j$ are information vectors such as label density and winning count, and $N_j$ is the set of all neighbors of node $i$. This method is used repeatedly on multiple layers to aggregate a broader range of information. Finally, we can use the node information $X_i^{(L)}$ of the final layer $L$ to perform the task we want.

3.3.2. Speaker Identification

The speaker identification of the input sample $x_t$ is done by estimating the class label of the winner node $J_t$. When a label $y_t$ is received to winner node, the label density $q_{J_t}(y_t)$ is increased by 1. The class of a node can be evaluated not only by the labels of the node which the sample belongs to, but also the labels of the surrounding nodes even in the case where a rare label is given. The class probability distribution $p_t(y)$ and the
estimated speaker \( \hat{y} \) of input \( x_i \) is obtained using the aggregated label density \( q_{J_t}^{(L)}(y) \) as shown in equation 5.

\[
p_t(y) = \frac{q_{J_t}^{(L)}(y)}{\sum_{y' \in C} q_{J_t}^{(L)}(y')}, \quad \hat{y} = \arg\max_{y'} p_t(y')
\]  

(5)

where \( C \) is a set of known speaker’s labels.

3.3.3. Active querying

We first use the aggregated winning count \( d_{J_t}^{(L)} \) of the winner node \( J_t \) to select representative samples for SID. The aggregated winning count \( d_{J_t}^{(L)} \) increases as the number of input samples that activate the winner node \( J_t \) and its surrounding nodes increases. Therefore, it tends to have large values at the center of the distribution of feature vectors for a given speaker. We define the density score \( s_t \) of the input sample \( x_i \) using \( d_{J_t}^{(L)} \) as in Equation 6, where \( k_d > 0 \) is a constant for sensitivity. By selecting samples where \( s_t \) is greater than the density threshold \( \theta_d \in [0, 1) \), we can query representative samples.

\[
s_t = \tanh \left( k_d \cdot d_{J_t}^{(L)} \right)
\]  

(6)

We also utilize uncertainty \( u_t \), which can be seen as an epistemic uncertainty [31], using quantitative information of label density \( q_{J_t}^{(L)} \) of winner node \( J_t \) as shown in Equation 7.

\[
u_t = 1 - \tanh \left( k_u \sum_{y \in C} q_{J_t}^{(L)}(y) \right)
\]  

(7)

where \( k_u > 0 \) is the sensitivity constant for \( u_t \). Uncertainty \( u_t \) has a high value in the label-poor regions of the input data distribution. We can query informative samples by choosing samples with \( u_t \) greater than the uncertainty threshold \( \theta_u \). Unlike the originally proposed method [14], which used density-weighted query selection score, we utilize density score \( s_t \) and uncertainty \( u_t \) respectively for representative and informative query selection. Concretely, the model query samples that satisfy both \( s_t > \theta_d \) and \( u_t > \theta_u \) to acquire labels and incrementally improve SID performance.

4. Experiments

4.1. Implementation details

We used the VoxCeleb1 [32] and VoxCeleb2 [33] datasets containing a large scale of human speech for the pre-training of feature extractor and SID tasks. VoxCeleb1 and VoxCeleb2 consists of 1,251 and 6,112 speakers with 153,516 and 1,128,246 utterances, respectively. We first trained a speaker embedding extractor [6, 28, 34] using VoxCeleb2 dataset. In this process, the MUSAN [35] and RIR [36] datasets were used together for data augmentation. Then, we trained Parametric-UMAP for dimensionality reduction using the extracted embedding vectors (i.e., 512-dim x-vector) from 30% of the VoxCeleb2 dataset. For Parametric-UMAP training, cosine similarity was used as a distance function, and finally, the utterance samples were embedded as the 5-dimensional feature vectors.

The online learning tasks of open-set SID was performed using the VoxCeleb1 dataset. We sifted 540 speakers with more than 100 utterances on VoxCeleb1. For each speaker, 10 utterances were randomly selected for evaluation, and the rest were used for training. We constructed a validation dataset of 10 households consisting of random speakers and set the hyper-parameters \( \rho = 0.96, \beta = 0.5, \delta = 0.7, \) and \( L = 4 \) empirically.

4.2. Experimental setting

To investigate our approach, we designed two tasks in which data is given as a stream and not stored. The Task1 aims to evaluate the performance of the online active learning method for open-set SID. We also experimented with Task2 to verify whether performance degrades when the number of speakers increases. In each experiment, we set up a household with \( S \) speakers randomly selected from a pool of 540 speakers. SID accuracy was averaged over 1,000 households to see statistically significant results.

Task1. All utterances are given in random order in a household consisting of various speaker numbers \( S = \{4, 6, 8\} \). We compared our method to SSL-baselines of ‘Person’ and ‘Random’, trained with \( N \) pre-labeled samples. Additionally, the effect of the number of labels on SID performance is reported.

- **Person:** This method simulates the case in which the speakers individually register their utterances. We provided a total of \( N \) labeled utterances with equal numbers for each speaker. Since the labeled samples of all speakers are acquired evenly, it is advantageous for SID.

- **Random:** \( N \) labeled samples are randomly given for the utterances of a household. In this method, the model randomly queries the user’s identity without considering the distribution of the data and unknown speakers. Hence, it
is a baseline for whether our method detects unknown
speakers well and queries beneficial samples.

• Ours: Although no pre-labeled data is provided, the
model can query the user’s identity using the proposed
method. For the comparison to SSL-baselines, we set the
parameters for Q as Ours-1 (θ_u = 0.96, θ_d = 0.96) and
Ours-2 (θ_d = 0.92, θ_u = 0.80).

Task2. In this task, we evaluated the performance of class
incremental learning (CIL) in SID. CIL suffers from the cata-
srophic forgetting which loses the previous learned information
when new data is learned. We verified whether this phenomenon
occurs by evaluating the SID performance when the utterances
of new speakers are additionally learned in the proposed model.
To this end, we divided the total number of speakers per house-
hold S = {6, 8} into two groups (i.e., ‘Group-A’ and ‘Group-
B’). Then, the SID performance of the model, which learned the
utterances of ‘Group-A’ first and additionally learned the utter-
ances of ‘Group-B’, was evaluated for all speakers in the house-
hold. Finally, we compared the results of Task2 with Task1.

Table 1: Comparison of open-set SID accuracy (mean ± std)
between our model and SSL-baseline. ‘# Speaker’ refer to the
number of speakers in household. ‘N/S’ or ‘Q/S’ denotes the
number of labeled data or queries per person.

<table>
<thead>
<tr>
<th># Speaker Method</th>
<th>N/S (or Q/S)</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Person 2</td>
<td>90.0 ± 10.4</td>
<td></td>
</tr>
<tr>
<td>Person 3</td>
<td>91.1 ± 9.6</td>
<td></td>
</tr>
<tr>
<td>Random 2</td>
<td>77.5 ± 14.9</td>
<td></td>
</tr>
<tr>
<td>Random 3</td>
<td>85.4 ± 13.0</td>
<td></td>
</tr>
<tr>
<td>Ours-1</td>
<td>1.93</td>
<td>92.2 ± 8.7</td>
</tr>
<tr>
<td>Ours-2</td>
<td>3.05</td>
<td>92.8 ± 8.1</td>
</tr>
<tr>
<td>Person 6</td>
<td>85.2 ± 9.6</td>
<td></td>
</tr>
<tr>
<td>Person 3</td>
<td>87.4 ± 8.7</td>
<td></td>
</tr>
<tr>
<td>Random 2</td>
<td>72.8 ± 12.5</td>
<td></td>
</tr>
<tr>
<td>Random 3</td>
<td>80.1 ± 11.3</td>
<td></td>
</tr>
<tr>
<td>Ours-1</td>
<td>1.87</td>
<td>87.4 ± 9.5</td>
</tr>
<tr>
<td>Ours-2</td>
<td>3.04</td>
<td>88.6 ± 8.0</td>
</tr>
<tr>
<td>Person 8</td>
<td>80.9 ± 9.3</td>
<td></td>
</tr>
<tr>
<td>Person 3</td>
<td>83.7 ± 8.4</td>
<td></td>
</tr>
<tr>
<td>Random 2</td>
<td>69.0 ± 11.5</td>
<td></td>
</tr>
<tr>
<td>Random 3</td>
<td>76.3 ± 10.5</td>
<td></td>
</tr>
<tr>
<td>Ours-1</td>
<td>1.86</td>
<td>83.8 ± 8.7</td>
</tr>
<tr>
<td>Ours-2</td>
<td>3.00</td>
<td>85.2 ± 8.1</td>
</tr>
</tbody>
</table>

Table 2: Open-set SID accuracy (mean ± std) on the CIL
environments. ‘S’ + ‘S’ indicates the number of speakers in the
first added group and the later joined group. ‘Q/S’ denotes the
number of queries per person.

<table>
<thead>
<tr>
<th># Speaker Method</th>
<th>Q/S</th>
<th>Acc (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3 + 3</td>
<td>Ours-1 1.92</td>
<td>89.67 ± 8.0</td>
</tr>
<tr>
<td></td>
<td>Ours-2 3.05</td>
<td>90.83 ± 7.2</td>
</tr>
<tr>
<td>4 + 4</td>
<td>Ours-1 1.89</td>
<td>86.23 ± 7.8</td>
</tr>
<tr>
<td></td>
<td>Ours-2 3.05</td>
<td>87.43 ± 7.4</td>
</tr>
</tbody>
</table>

Figure 2: Comparison of open-set SID accuracy with the la-
beled sample increases. The household consisted of 4 speakers.

4.3. Experimental results

Table 1 summarizes the performance of the proposed method
and SSL-baselines. Our method outperforms both SSL-baseline
with ‘Person’ and ‘Random’ when Q is almost equal to N. The
proposed method achieves 1.95% and 11.48% improvement
against the SSL-baselines with ‘Person’ and ‘Random’, respec-
tively. It is clear from these results that the proposed method
on active query could select more important samples because
the uncertainty prediction and sample selection have reflected
the distribution of continuous input sequences. We observed
the proposed method also has better stability through small stan-
dard deviation accuracy.

Figure 2 depicts the identification accuracy as the number of
queries increases to demonstrate the role of active querying.
The performance of the proposed method (‘Ours’) is better than
the baselines, and the active query is more effective when there
are fewer labels.

The results of Task2 where new speaker groups are added
separately are shown in Table 2. Most parametric models
trained in batch mode suffer from catastrophic forgetting in in-
cremental learning environments such as Task2. On the other
hand, the proposed method showed slightly higher performance
in Task2 than in Task1 without forgetting. This result is be-
cause there is an advantage in selecting representative samples
for each speaker when the utterances are input in speaker order
rather than random.

5. Conclusions

In this work, we introduce an online learning method that
can actively register user in open-set SID tasks. The proposed
method is based on MPART for online active semi-supervised
learning, which can effectively detect unregistered users using
limited labeled data and query the user’s identity. We evaluated
our method on tasks where the number of users is unknown
in advance and data is given as a stream, showing that our
approach has significant advantages in open-set SID applica-
tions. Over the past decades, AI techniques have been remarkable
strides, however, some people are alienated from its benefits.
We believe that our research will enhance the equal oppor-
tunity of speech technology for our society by providing a natural
interaction with machines.
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