Predicting Emotional Intensity in Political Debates via Non-verbal Signals
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Abstract
Non-verbal expressions of politicians are important in election. In particular, the emotional intensity of politician revealed in a debate can be strongly linked to voters’ evaluation. This paper proposes a multimodal deep-learning model for predicting the perceived emotional intensity of a candidate, which utilizes voice, face, and gesture to capture the comprehensive information of one’s emotional intensity revealed in a debate. We collect a dataset of political debate videos from the 2020 Democratic presidential primaries in the USA, and train the proposed model with randomly sampled clips from the debate videos. By applying the proposed model to 23 candidates in 11 debate videos, we show that the standard deviation of the perceived emotional intensity is positively correlated with the changes in candidates’ favorability in public polls.

1. Introduction
Non-verbal expressions of politicians are important in election. Scholars have shown that non-verbal signals such as facial expressions, eye blink, and vocal pitch can affect voters’ attitudes and evaluations on political leaders [1, 2, 3, 4, 5, 6, 7, 8]. For instance, Sullivan et al [3] showed that both American and French voters respond positively to the positive emotional displays of political leaders. Boussalis and Coan [4] found that an angry face can positively affect voters’ attitudes toward politicians in televised debates.

The emotional intensity of politicians revealed in videos, e.g., debates or news, is an important factor that can affect the decision making process of voters [6, 7, 8, 9]. For example, Klofstad et al [8] showed that the voters prefer female politicians with lower pitched voices. Dietrich et al found that the Congresswomen who show high emotional intensity while talking about ‘women issues’ receive positive evaluations from women [9].

While prior work mostly used the vocal pitch of politicians in measuring the emotional intensity for understanding the voting behavior, however, relatively little attention has been paid to utilize multiple modalities such as facial expression, gesture, and vocal expression in modeling the emotional intensity. Instead of simply calculating the pitch of a person’s voice to measure the intensity, we consider diverse types of emotional intensity by capturing multiple factors including facial expression [10], body movements [11], etc. In this way, our work goes one step further by comprehensively quantifying and measuring the perceived emotional intensity with a computational approach and investigating how it can affect voting behavior.
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2. Debate Data
In this section, we introduce a debate data used in our study. We first describe the collected televised debate videos, and then introduce (i) how to annotate emotional intensity of the collected videos, and (ii) how to extract non-verbal features.

2.1. Data Collection
We collected videos for each of the 11 debates from the source of the televised debate. Each debate is sponsored by a news channel or a TV station such as NBC, ABC, and CBS, who made high-quality videos available for download. We use the maximum quality available (generally 720p or higher) for better fine-grained feature extraction. The total length of the collected videos is 34 hours, 25 minutes, and 58 seconds with each debate lasting 2-2.5 hours on average. Note that we use the timestamped transcripts of each debate with speaker information.

2.2. Data Annotation
To build a training set for the emotional intensity prediction task, we first randomly sampled 40 short video clips (i.e., 5 secs long) for each candidate. We then recruited eight college students to annotate the emotional intensity score for the given video clips. The annotators are asked to rate the emotional intensity score for the given short video clips on a scale of 1 to 5 (1 being the lowest and 5 being the highest). As a result, we obtain 920 short video clips with emotional intensity scores (i.e., 40 video clips × 23 candidates). The mean and standard deviation of the annotated (perceived) emotional intensity score were 0.55 (95% C.I. 0.54 - 0.56) and 0.17, respectively. The inter-rater reliability for emotional intensity annotation was ex-
cellent, with an ICC (2, 8) of 0.85 (95% C.I. 0.81 - 0.87).

Figure 1 shows the average annotated intensity score of 23 candidates. As illustrated in Figure 1, Kirsten Gillibrand shows the highest emotional intensity, whereas Michael Bloomberg shows the lowest. Note that we rescaled the emotional intensity score to 0–1.

Figure 1: Annotated emotional intensity score (with 95% C.I.) per candidate.

2.3. Non-verbal Feature Extraction

2.3.1. Vocal Features

To extract vocal features from a given video clip, we employ Librosa, a well-known open-source toolkit for audio processing. We first split the audio waveform of each video clip into seconds (i.e., one segment = one second). In each second, we then extract 13 Mel-Frequency Cepstral Coefficients (MFCCs) features and obtain flattened 572-dimensional vectors\(^1\). Hence, our final vocal features have a shape of 5 (seconds) \(\times\) 572 per sample.

2.3.2. Facial Features

For facial feature extraction, we utilize dlib [12], a popular open-source software for computer vision tasks such as face recognition and verification. We extract 68 facial landmarks (i.e., x and y coordinates) for each frame (1 FPS) in the video clip, and obtain 136-dimensional vectors by concatenating each x and y coordinates. If a face is not detected in a frame, we replace it with zero vectors. Our final facial features have a shape of 5 (seconds) \(\times\) 136 per sample.

2.3.3. Gestural Features

We use OpenPose [13], a state-of-the-art open-source pose estimation software, to extract gesture information. As most of the movements of candidates come from the upper part of the body, we consider 13 key points from nose, neck, shoulders, elbows, wrists, eyes and ears. Similar to the facial landmark extraction process, we extract 13 body key points for each frame in the video clip. We then obtain 26-dimensional vectors by concatenating each x and y coordinates. Our final gestural features have a shape of 5 (seconds) \(\times\) 26 per sample.

3. Emotional Intensity Prediction

In this section, we first introduce the problem statement that describes the objective of the proposed model. We then present the overall architecture of the proposed model to predict perceived emotional intensity in the given video clip.

3.1. Problem Statement

The goal of the proposed model is to predict perceived emotional intensity by learning low-level non-verbal features including vocal, facial, and gestural features. More specifically, we define this problem as a regression problem that predicts emotional intensity score ranging between 0–1 for a given short video clip. Suppose we have a set of video clips \(C = \{c_n\}_{n=1}^{N}\) and each clip can be represented as \(c_n = (X_m^t, X_f^t, X_b^t)\) where \(X_m^t, X_f^t, X_b^t\), \(d_m, d_f, d_b\), \(t\) represent the vocal features, the facial features, the gestural features, the dimension of vocal features, the dimension of facial features, the dimension of gestural features, and the length of sequences, respectively. By learning a set of clips \(C\), the proposed model can predict the perceived emotional intensity score of the given clip by learning latent features of candidates’ non-verbal behaviors in debates.

3.2. The Proposed Model

Figure 2 illustrates the overall architecture of the proposed model. To generate acoustic and visual representations from the low-level non-verbal feature vectors, the model employs two encoders, acoustic and visual encoders, respectively. The
acoustic encoder takes vocal features as input to generate acoustic representation as follows:

\[ U_a = \text{Dropout}(\text{AcousticEncoder}(X_{ac}^m)) \]  

\[ \text{where } \text{AcousticEncoder}(\cdot), \text{Dropout}(\cdot), X_{ac}^m, \text{and } U_a \text{ denote the acoustic encoder, dropout, vocal features, and acoustic representation, respectively. The acoustic encoder consists of a stacked long short-term memory (LSTM) [14] where the second LSTM layer takes all sequences returned from the first LSTM layer.} \]

On the other hand, the visual encoder concatenates the facial features and the gestural features, and employs the stacked LSTM to make visual representation, \( U_v \), calculated as follows:

\[ U_v = \text{Dropout}(\text{VisualEncoder}(X_f^p \oplus X_g^p)) \]  

\[ \text{where } \text{VisualEncoder}(\cdot), \text{Dropout}(\cdot), X_f^p, X_g^p, \text{and } U_v \text{ denote the visual encoder, dropout, facial features, gestural features, and visual representation, respectively. Note that both acoustic and visual encoders apply the same architecture (i.e., stacked LSTM).} \]

Finally, the intensity prediction layer colligates acoustic and visual representations to generate a multimodal representation and predict a perceived emotional intensity for the given clip as follows:

\[ Z = \text{Dropout}(F_{\text{fuse}}(U_a \oplus U_v)) \]  

\[ \hat{Y} = \text{Sigmoid}(F_{\text{pred}}(Z)). \]  

\[ \text{where } F_{\text{Fuse}}(\cdot), F_{\text{Pred}}(\cdot), \text{Sigmoid}(\cdot), \text{and } Z \text{ denote the fully connected layer for fusion, fully connected layer for intensity prediction, sigmoid activation function, and multimodal representation, respectively. The emotional intensity prediction task is defined as a regression problem, and the mean squared error [15] and Adam [16] as the loss function and optimizer, respectively, are used.} \]

4. **Experiments**

4.1. **Experimental Settings**

We split the dataset into the train and test sets with a 8:2 ratio. We also set the number of units, dropout rate, batch size, epochs, and learning rate to 8, 0.25, 128, 300, and 0.0002, respectively. Note that all weights are randomly initialized.

4.2. **Baseline Methods**

To evaluate the overall performance of the proposed model, we compare with the following five methods: (i) Support Vector Machine [17] (SVM), (ii) K-Nearest Neighbors [18] (KNN), (iii) Random Forest [19] (RF), (iv) Early Fusion LSTM (EF-LSTM), and (v) Late Fusion LSTM (LF-LSTM). For SVM, KNN, and RF, we aggregate all features by averaging and concatenating vectors. For EF-LSTM, we concatenate the vocal, facial, and gestural features, and pass them to the LSTM layer followed by a fully connected layer with sigmoid activation function. Lastly, for LF-LSTM, we concatenate the outputs of three different LSTMs (i.e., vocal/facial/gestural features), and add a fully connected layer with sigmoid activation function to predict emotional intensity.

### 4.3. Experimental Results

4.3.1. **Overall Performance**

Table 1 shows the root mean squared error (RMSE) and the mean absolute percentage error (MAPE) of the baseline models and the proposed model. As shown in Table 1, the proposed model shows high emotional intensity performance (i.e., 0.12 of RMSE and 0.20 of MAPE), which outperforms other baseline models. This indicates that the proposed fusion method using the stacked LSTM can capture distinct indicators in predicting emotional intensity. Among the baselines, we find that RF shows the higher performance than the traditional machine-learning methods. This is because RF randomly selects subsets of high dimensional input features (i.e., vocal + facial + gestural features) via the bagging process to avoid overfitting. We also find that LF-LSTM achieves higher performance than EF-LSTM. This suggests that aggregating features at the decision-level (i.e., late fusion) helps the model capture important signals for emotional intensity prediction. We provide the prediction results of the proposed model available at: https://dsail-sku.github.io/INTERSPEECH2022/.

**Table 1: Performance comparisons between the five baseline models and the proposed model.**

<table>
<thead>
<tr>
<th>Model</th>
<th>RMSE</th>
<th>MAPE</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>0.15</td>
<td>0.24</td>
</tr>
<tr>
<td>RF</td>
<td>0.13</td>
<td>0.23</td>
</tr>
<tr>
<td>KNN</td>
<td>0.15</td>
<td>0.23</td>
</tr>
<tr>
<td>EF-LSTM</td>
<td>0.15</td>
<td>0.26</td>
</tr>
<tr>
<td>LF-LSTM</td>
<td>0.14</td>
<td>0.22</td>
</tr>
<tr>
<td>The Proposed Model</td>
<td>0.12</td>
<td>0.20</td>
</tr>
</tbody>
</table>

4.3.2. **Analysis on Different Modalities**

To analyze the importance of each input modality for predicting emotional intensity, we conduct a performance analysis on the unimodal and bimodal models. For the unimodal model, we use a stacked LSTM layer to generate unimodal representation followed by the intensity prediction layer in Figure 2. As shown in Table 2, the model trained with the vocal features achieves higher performances (0.15 of RMSE and 0.25 of MAPE) than the models trained with the facial and the gestural features. That is, the candidates’ vocal characteristics are more useful than their faces and gestures in predicting perceived emotional intensity. For the bimodal model, we first concatenate two different input features, and feed them into a stacked LSTM layer followed by the intensity prediction layer. Here, most of the bimodal models show better performance than unimodal models, implying that considering multiple modalities except V+F improves the performance. It is worth to note the performance improvement by the F+G model, which reveals that the candidates’ facial and gestural features play a complementary role in predicting emotional intensity.

5. **Case Study: 2020 Democratic Party Presidential Primaries in the USA**

We now investigate whether there is a relation between the perceived emotional intensity and the changes in candidates’ favorability. We first define the debate performance (i.e., net favorability) on politicians. We then apply the proposed model...
Table 2: Performance comparisons on unimodal, bimodal, and trimodal emotional intensity prediction models. V, F, and G denote vocal, facial and gestural features, respectively.

<table>
<thead>
<tr>
<th>Type</th>
<th>Modality</th>
<th>RMSE</th>
<th>MAPE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unimodal</td>
<td>V</td>
<td>0.15</td>
<td>0.25</td>
</tr>
<tr>
<td></td>
<td>F</td>
<td>0.17</td>
<td>0.30</td>
</tr>
<tr>
<td></td>
<td>G</td>
<td>0.16</td>
<td>0.26</td>
</tr>
<tr>
<td>Bimodal</td>
<td>V + F</td>
<td>0.15</td>
<td>0.26</td>
</tr>
<tr>
<td></td>
<td>V + G</td>
<td>0.14</td>
<td>0.24</td>
</tr>
<tr>
<td></td>
<td>F + G</td>
<td>0.14</td>
<td>0.23</td>
</tr>
<tr>
<td>Trimodal</td>
<td>V + F + G</td>
<td>0.12</td>
<td>0.20</td>
</tr>
</tbody>
</table>

to the rest (i.e., not in our training set) of the videos in 2020 Democratic Party presidential primaries in the USA, to extract the emotional intensity of each candidate. Finally, we calculate the linear correlation between the perceived emotional intensity and the net favorability.

5.1. Net Favorability

To measure debate performance (i.e., voting behavior) on politicians, we leverage the before and after polls of FiveThirtyEight\(^7\) and Morning Consult\(^8\) for obtaining favorability and unfavorability ratings [20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30]. Note that FiveThirtyEight claims that the "poll is based on a nationally-representative probability sample of adults age 18 or older. Questions presented in this document were only asked of those who are likely to vote in the Democratic primary or caucus (n=3,360)."\(^9\). We calculate the performance metric as the net change in the (favorability-unfavorability percentages) for before and after the debate, which we shorten to the name as net favorability. Change in favorability provides an equal baseline for all candidates and thus is expected to be more representative of debate skill rather than an accumulation of historic events compared to other metrics.

Formally, we compute the net favorability as follows:

\[
N_{ij} = \text{Before Favorability} - \text{Before Unfavorability} \quad (5)
\]

\[
N'_{ij} = \text{After Favorability} - \text{After Unfavorability} \quad (6)
\]

\[
P_{ij} = N'_{ij} - N_{ij} \quad (7)
\]

where \(i\) denotes debate number, \(j\) denotes candidate appearing in one or more debate, and (7) represents the net favorability.

5.2. Emotional Intensity Extraction

To extract the emotional intensity of each candidate from the videos the test set, we first segment video clips where only one candidate appears and speaks (i.e., over 15s). We next apply the proposed model to predict the emotional intensity score every 5-second time window. For example, if a video clip is 8 seconds long, our model predicts emotional intensity during 1 to 5, 2 to 6, 3 to 7, and 4 to 8 seconds, respectively. We finally calculate the average score of the predicted emotional intensities for the video clip.

5.3. Emotional Intensity and Net Favorability

We investigate whether there is a relation between a candidate’s emotional intensity and his/her net favorability. To this end, we first calculate the mean and the standard deviation (std.) of emotional intensity for each candidate in 11 different debates. Note that a candidate can appear in one or more debates. We then measure the Pearson correlation coefficient between mean and std. of emotional intensity and net favorability. As a result, we find no significant relation between the mean emotional intensity and the net favorability \((r = -0.08, p = 0.39)\), implying that a candidate’s mean emotional intensity does not affect performance. However, as shown in Figure 3, we find that there is a positive correlation between std. of emotional intensity and the net favorability \((r = 0.21, p < 0.05)\), implying the more candidate shows dynamics during his/her speech, the more positive changes in his/her favorability can happen.

6. Conclusion

In this paper, we proposed a multimodal deep-learning model that uses non-verbal features as inputs and predicts the perceived emotional intensity. To this end, we collected a novel multimodal debate dataset from the 2020 Democratic Party presidential primaries in the USA. To train our proposed model, we extracted non-verbal features including vocal, facial, and gestural features. Our model achieved high emotional intensity prediction performance that outperforms other baseline methods. Our case study on the 2020 Democratic Party presidential primaries in the USA shows that the standard deviation of the perceived emotional intensity is positively correlated with the changes in candidates’ favorability in public polls. We believe the proposed model is useful in understanding non-verbal communications of political leaders. Furthermore, the model can be used as a research tool to extract the perceived emotional intensity from videos.
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