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Abstract

Automatic Speech Recognition (ASR) is increasingly used by edge applications such as intelligent virtual assistants. However, state-of-the-art ASR models such as Recurrent Neural Network - Transducer (RNN-T) are computationally intensive on resource-constrained edge devices. Knowledge Distillation (KD) is a promising approach to compress large models by using a large model (“teacher”) to train a small model (“student”). This paper proposes a novel KD method called Log-Curriculum based Module Replacing (LCMR) for RNN-T. LCMR compresses RNN-T and addresses its unique characteristics by replacing teacher modules including multiple LSTM/Dense layers with substitutional student modules that contain less Long Short Term Memory (LSTM)/Dense layers. LCMR employs a novel nonlinear Curriculum Learning driven replacement strategy to further improve the performance by updating replacing rates with a dynamic, smoothing mechanism. Under LCMR, the student and teacher are able to interact at gradient level, and transfer knowledge more effectively than conventional KD. Evaluation shows that LCMR reduces word-error-rate (WER) by 14.47%-33.24% relative compared to traditional KD approaches for ASR 1) require tedious hyper-parameter tuning to balance for the weights of different loss terms, 2) require a large pre-trained teacher model, 3) omit important gradient-level information during transferring knowledge. Recently, a Module Replacing (MR) based mechanism was proposed to compress large Bidirectional Encoder Representations from Transformers (BERT) [10] for natural language understanding (NLU) tasks. BERT and some other similar models are particularly suitable for compression as they are feed-forward only and does not have any feedback mechanism. The effectiveness of MR on recurrent architectures such as RNN-T, which have different model blocks serving different purposes, is currently unexplored.

In this work, we propose a novel KD method for RNN-T, subsequently referred as Log-Curriculum based Module Replacing (LCMR). LCMR applies MR to compress RNN-T and addresses its unique characteristics by replacing teacher modules including multiple LSTM/Dense layers with corresponding substitutional student modules that contain less LSTM/Dense layers. The replacement process is controlled by a novel logarithmic Curriculum Learning driven strategy which improves MR effectiveness by updating replacing rates with a dynamic, smoothing mechanism during training.

Compared to traditional KD approaches for RNN-T models, the proposed LCMR has several advantages. First, LCMR is hyperparameter-free, since it only uses the RNN-T loss as the training loss and does not require the weight adjustment of multiple loss terms that appear in previous KD methods. Second, during training, the gradients are calculated across all the modules of the teacher and student, allowing a gradient-level interaction. Compared to the output-level communication in previous KD approaches, LCMR thus allows the student to learn the intermediate layer state and to mimic the teacher at a more granular level, leading to faster and better distillation. Finally, unlike the existing MR works in which the teacher model knowledge is distilled into the student under a constant or linearly increasing rate, LCMR employs a non-linear Curriculum Learning [21] driven replacement strategy to further improve the performance of MR.

Our results demonstrated that LCMR outperforms traditional lattice-based KD [12] significantly on RNN-T models. Specifically, for LibriSpeech dataset, LCMR yields relative word-error-rate (WER) reductions of 14.47%-33.24% than lattice-based KD, and 20.50%-37.55% compared to training the student directly without KD. In addition, LCMR also delivers a faster convergence speed than both without KD and with lattice-based KD scenarios.

1. Introduction

Deep neural networks are increasingly deployed to edge devices such as Internet of Things (IoT’s) and provide important benefits including: 1) Personalization: user- or situation-specific requirements can be met more effectively; 2) Responsiveness: on-device models can respond faster, thus reducing latency and friction; and 3) Privacy: sensitive information does not leave the customer’s devices. Automatic Speech Recognition (ASR), which is an important component of speech services is also moving towards edge processing. Deploying on-device ASR models however leads to multiple challenges due to the mismatch between resource-demanding ASR models and resource-constrained edge devices [1,2]. Many model compression techniques [3–9] have been proposed to address such issue. Among these efforts, one of the most promising approaches is Knowledge Distillation (KD) [10–14], which achieves model compression by using the original model to train a smaller one.

Various KD techniques have been investigated under different ASR architectures [12, 15–20]. However, existing KD approaches for ASR 1) require tedious hyper-parameter tuning to balance for the weights of different loss terms, 2) require a large
which mismatches the dynamic, smoothing updating process of the learning rates and leads to sub-optimal results. This paper proposes an MR-based KD method tailored for ASR models and employing a novel nonlinear replacing rate scheduler, as discussed in the rest of the paper.

3. Proposed Method

3.1. Module Replacing

The RNN-T architecture considered in this paper consists of encoder, prediction, and joint networks. Under LCMR, multiple LSTM layers in the teacher encoder and the prediction network are replaced with a smaller number of LSTM layers, which will combine into the student model. Figure 1 illustrates the workflow of LCMR.

We define a Module as a group of LSTM/Dense layers. Let \( x = (x_1, x_2, \ldots, x_T) \) and \( y = (y_1, y_2, \ldots, y_U) \) denote an input sequence with the length of \( T \) and a target token sequence with the length of \( U \), respectively. \( H_{\text{teacher}} \), \( H_{\text{student}} \), \( p_{\text{teacher}} \), and \( p_{\text{student}} \) represent the module of the prediction network and encoder, in the teacher and student models, respectively. Consider the \( i \)th module in the prediction network, the output vectors from the teacher and student models can be described as \( p_{\text{teacher}}^i = H_{\text{teacher}}^i(p_{i-1}) \) and \( p_{\text{student}}^i = H_{\text{student}}^i(p_{i-1}) \), respectively, where \( p_{i-1} \) is the output of the \((i-1)\)th module.

During the module replacing training phase, LCMR combines (possibly) different teacher and student modules in each training step. Consider training step \( \mathcal{T} \) for the \( i \)th module, we generate an independent Bemoulli random variables, denoted as \( r_i \), which is either equal to 1 or 0:

\[
    r_i \sim \text{Bernoulli}(p_i) \tag{1}
\]

where \( 0 < p_i \leq 1 \) and \( r_i \in \{0, 1\} \). The replacing rate \( p \) controls the probability of \( r_i \) being 1. When \( r_i \) is equal to 1, the output of the \( i \)th module comes from the student’s module, i.e., the teacher’s module is replaced.

The output vectors of the \( i \)th module are thus mathematically represented as follows:

\[
    p_i = (1 - r_i) \ast p_{\text{teacher}}^i + r_i \ast p_{\text{student}}^i = (1 - r_i) \ast H_{\text{teacher}}^i(p_{i-1}) + r_i \ast H_{\text{student}}^i(p_{i-1}) \tag{2}
\]

where \( \ast \) denotes the element-wise multiplication. Similar mechanism is applied for the \( j \)th encoder modules \( F_{j,\text{teacher}}^j \) and \( F_{j,\text{student}}^j \).

Considering the forward propagation, for each module, either the teacher’s or the student’s LSTM/Dense layers are selected to calculate the output features; and for the whole model, modules from the teacher and student are combined during forward propagation. The prediction network and encoder take \( y = (y_1, y_2, \ldots, y_U) \) and \( x = (x_1, x_2, \ldots, x_T) \) as the input, and generate the output features, respectively. Then, the output features are used by the joint network to compute a probability distribution \( P(y|x) \).
During back-propagation, LCMR minimizes the loss:

\[ L = -\log P(y|x) \quad (3) \]

During the module replacing training phase, we aim to distill the knowledge from the teacher to the student by substituting student modules into teacher model. We propose two training strategies for LCMR back-propagation, depending on the availability of pre-trained teacher models. Consider the first regime with non-pretrained teacher model. In this case, LCMR calculates the gradient with respect to the all the weights from the teacher and student modules that are combined/trained during the training step \( T \), and back-propagated to update those weights. Under the second regime, when a pre-trained teacher is available, it freezes teacher model’s weights and updates only the student modules’ weights. Therefore, different from traditional KD approaches, the gradient is calculated across both the teacher and student modules, allowing a more granular distilled information.

After module replacing training, LCMR combines all student modules into a student model:

\[
E_{\text{student}} = \{P_1^{\text{student}}, P_2^{\text{student}}, ..., P_m^{\text{student}}\} \\
p_{\text{student}}(y|x) = \sum_{i=1}^{m} \text{softmax}(P_i^{\text{student}})\cdot \text{softmax}(H_i^{\text{student}}) \quad (4)
\]

where \( n \) and \( m \) are the number of modules in the prediction network and encoder, respectively.

Finally, the student model is fine-tuned for several epochs by optimizing the RNN-T loss (Equation 3).

3.2. Logarithmic Curriculum Replacement Strategy

We propose a novel logarithmic curriculum replacement strategy to further improve the performance of MR for speech recognition tasks with RNN-T. Let \( T \) denote the \( T \)-th iteration/training step, so that the replacing rate \( p_T \) can be calculated as:

\[ p_T = \min\left(\log_{B}\left(k^T+b\right), 1.0\right) \quad (5) \]

where \( B \) is the base value of the logarithmic function, \( \log_{B} \) is the basic replacing rate, and \( k \) is the coefficient. Figure 2 illustrates the replacing curves of Constant, Linear, Logarithmic, and Exponential Replacement Schedulers. The shallow shades of gray denote the fine-tuning phases (75 to 100 epochs), in which the replacement rate \( p_T = 1 \), i.e. LCMR has a full student model.

Consider the early training phase, the teacher is more likely to predict correct features so LCMR selects more modules from the teacher than the student to provide more guidance for training, by setting a small replacing rate. Meanwhile, the learning rate increases to a large value with a warm-up mechanism and stays at that value. Thus, the coordination between the replacing rate updating process and the learning rate evolving mechanism enables the student to learn from the teacher. Later, as more student modules are trained, LCMR reduces the distillation from teacher to student by setting larger, asymptotically approaching 1, replacing rates and finally fine-tunes the student only, while the gradual decaying learning rate enables the student to explore in a small range. Also, updating the replacing rate with a dynamic, smoothing mechanism is consistent with the updating process of the learning rate, thus leading to a faster and better distillation. In comparison, the constant or linear replacement scheduler results in discrepancy between replacing and learning rates, thus reducing MR effectiveness.

---

### Table 2: WER (%) on LibriSpeech in Experiment 1

<table>
<thead>
<tr>
<th>Method</th>
<th>dev</th>
<th>dev-other</th>
<th>test</th>
<th>test-other</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baselines Teacher</td>
<td>10.95</td>
<td>24.52</td>
<td>11</td>
<td>25.53</td>
</tr>
<tr>
<td>Student w/o KD</td>
<td>21.84</td>
<td>39.82</td>
<td>21.81</td>
<td>40.55</td>
</tr>
<tr>
<td>Teacher-Student</td>
<td><strong>13.64</strong></td>
<td><strong>28.45</strong></td>
<td><strong>14.14</strong></td>
<td><strong>29.49</strong></td>
</tr>
<tr>
<td>Student + KD</td>
<td>20.43</td>
<td>37.74</td>
<td>20.37</td>
<td>38.43</td>
</tr>
</tbody>
</table>

### Table 3: WER (%) on LibriSpeech in Experiment 2

<table>
<thead>
<tr>
<th>Method</th>
<th>dev</th>
<th>dev-other</th>
<th>test</th>
<th>test-other</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baselines Teacher</td>
<td>7.5</td>
<td>16.7</td>
<td>7.49</td>
<td>17.31</td>
</tr>
<tr>
<td>Student w/o KD</td>
<td>13.21</td>
<td>28.87</td>
<td>13.54</td>
<td>29.57</td>
</tr>
<tr>
<td>Teacher-Student</td>
<td><strong>9.87</strong></td>
<td><strong>22.83</strong></td>
<td><strong>10.04</strong></td>
<td><strong>23.51</strong></td>
</tr>
<tr>
<td>Student + KD</td>
<td>12.27</td>
<td>26.69</td>
<td>12.47</td>
<td>27.94</td>
</tr>
</tbody>
</table>

---

### 4. Experiment Setup

We compare LCMR with three baselines: 1) a large model that is not compressed and directly trained (Teacher), 2) a small model that is directly trained without knowledge distillation (Student w/o KD), and 3) a small model that has the same architecture with the student above, and is trained with traditional lattice-based KD (Student+KD) [12]. We denote the same small model trained with the proposed LCMR as “Student+LCMR”.

#### Dataset

We use Librispeech dataset to train and evaluate the models, which contains 1000 hours of English speech in the form of raw audio [23]. The training dataset is split into three subsets, with approximate size 100, 360 and 500 hours. We merge all the three subsets together as one whole training dataset to train the models. The testing dataset is divided into four subsets, including dev, dev-other, test, and test-other. We evaluate the models on each of the four subsets separately.

#### Models

The LSTM layers in RNN-T encoder and prediction network consist of 1024 and 512 hidden units, respectively. The joint network is a feed-forward network with 512 units, followed by a softmax layer with output size 1024. The number of modeled word pieces is 1023. Table 1 shows the architecture and the number of parameters of the teacher and student models used in Experiment 1 and Experiment 2. Note that the former model used in [12] is non-streaming architecture with full-text audio features, which is different from ours streaming model.

#### Implementation Details

We use Layer-wise Adaptive Moments optimizer for Batch training (LAMB) optimizer to train the models for 100 epochs. Weight decay is set to 1e-3. The learning rate ramps up to 5e-4 linearly in the first epoch and decays to 1e-5 exponentially from 20 to 100 epochs. We apply data bucketing to reduce data padding. The number of data buckets is set to 6. We conduct experiments on 8 Nvidia V100 16GB GPUs and set gradient accumulation steps to 8. The global batch size is set to 256 in Experiment 1, and to 128 in Experiment 2. Since the models are large in Experiment 2, we use a small batch size to bypass out-of-memory issue. The training time for each task varies depending on the different training sets. For example, it takes about 38 hours to train the student with LCMR in Experiment 1. For conventional KD, similar to [12], we set the weight \( \alpha \) that balances the RNN-T loss and distillation loss to \( 1e - 3 \).
Table 4: WER (%) of the student trained with LCMR using two training strategies on LibriSpeech in Experiment 1

<table>
<thead>
<tr>
<th>Method</th>
<th>dev</th>
<th>dev-other</th>
<th>test</th>
<th>test-other</th>
</tr>
</thead>
<tbody>
<tr>
<td>Student + LCMR (Strategy 1)</td>
<td>18.34</td>
<td>35.68</td>
<td>18.16</td>
<td>36.89</td>
</tr>
<tr>
<td>Student + LCMR (Strategy 2)</td>
<td>13.64</td>
<td>28.45</td>
<td>14.14</td>
<td>29.49</td>
</tr>
</tbody>
</table>

Table 5: WER (%) of the student trained with LCMR using different replacement schedulers in Experiment 1.

<table>
<thead>
<tr>
<th>Scheduler</th>
<th>dev</th>
<th>dev-other</th>
<th>test</th>
<th>test-other</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>14.91</td>
<td>30.12</td>
<td>15.48</td>
<td>30.97</td>
</tr>
<tr>
<td>Linear</td>
<td>14.82</td>
<td>30.14</td>
<td>15.31</td>
<td>30.98</td>
</tr>
<tr>
<td>Logarithmic</td>
<td>13.64</td>
<td>28.45</td>
<td>14.14</td>
<td>29.49</td>
</tr>
<tr>
<td>Exponential</td>
<td>14.99</td>
<td>30.35</td>
<td>15.49</td>
<td>30.97</td>
</tr>
</tbody>
</table>

5. Results and Discussions

Table 2 and 3 present the Word Error Rate (WER) of the teacher and student in Experiment 1 and 2, respectively. For LCMR, the student is trained using the strategy where the pre-trained teacher is available. In all cases, LCMR significantly outperforms conventional KD by 14.47% to 33.24% relative. Compared to the student trained without KD, LCMR reduces WER by 20.50% to 37.55% relative. Most surprisingly, LCMR enables the small student achieving comparable performance to the large teacher with only 50% number of parameters. This confirms that LCMR is beneficial to on-device ASR applications which require high-performance small models on resource-constrained edge devices. Figure 3 illustrates the WER transitions for all models in each epoch during training on dev dataset. As observed, the convergence speed of the student trained under LCMR is much faster than all the baselines.

The results confirm that LCMR outperforms KD in both convergence speed and WER. LCMR enables the student and teacher to interact at the gradient level. In comparison, conventional KD lets the student mimic the teacher behaviour using only the lattice of its last layer, thus losing the information from intermediate layers and leading to insufficient learning.

The Effect of Training Strategies. We analyze the impact of two training strategies: 1) Training the teacher and student together (Strategy 1); or 2) Using a pre-trained teacher to train the student (Strategy 2). As shown in Figure 4(a) and Table 4, Strategy 2 achieves lower WER by 20.06% to 25.63% and a faster convergence speed than Strategy 1. Although Strategy 1 is worse than Strategy 2, it still outperforms conventional KD by 4.01% to 10.85% relative.

The Effect of Replacement Schedules. Figure 4(b) and Table 5 show WER of the student trained using constant, linear, exponential and logarithmic replacement schedulers. Figure 2 illustrates the replacing curves of each scheduler. The proposed log-curriculum based replacement schedule achieves the fastest convergence speed, and yields the lowest WER, outperforming the other three schedulers by 4.78% to 9.01% relative. The replacing rate \( p \) of constant replacement scheduler and the base value \( B \) of logarithmic replacement scheduler is set to 0.75 and 40.0, due to their best performance on the hyper-parameter search over \{0.25, 0.5, 0.7, 0.75\} and \{e, 20.0, 40.0\}, respectively.

The Effect of Replacing Rate. Figure 4(c) shows the WER of constant replacement schedulers with different replacing rates \( p = \{0.25, 0.5, 0.7, 0.75\} \) on dev dataset. A replacing rate above 0.5 achieves best possible performance. The performance drops if the replacing rate is too small (e.g., \( p = 0.25 \)). These results are consistent with the performance of MR with the constant replacement strategy on BERT [10]. Figure 4(d) shows the WER of the logarithmic replacement scheduler with different base values \( B = \{e, 20.0, 40.0\} \), which affect the replacing rate in each epoch. A larger base value (e.g., \( B = 40.0 \)) results into a slightly better performance than a smaller one. It is, however, worth to note that there is little performance variance for the log-base values.

6. Conclusion

In this paper, we propose Log Curriculum Module Replacing (LCMR) based knowledge distillation (KD) for Automatic Speech Recognition (ASR) task with Recurrent Neural Network - Transducer (RNN-T). Different from conventional/lattice-based KD, which has several loss terms, large pre-trained teacher, and output distillation only, LCMR is hyperparameter-free and more importantly enables a gradient-level interaction between student and teacher modules/layers. It is observed that LCMR outperforms lattice-based KD by 14.47%-33.24%. Furthermore, we show that LCMR also yields better performance than constant or linear scheduler, achieving 4.78%–9.01% relative improvement. We hypothesize the reason to be the consonance between logarithmic replacement scheduler and exponential decay rate. Due to the space constraint, theoretical and empirical investigations on this interesting topic will be delegated to subsequent studies.
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