Scaling ASR Improves Zero and Few Shot Learning
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Abstract

With 4.5 million hours of English speech from 10 different sources across 120 countries and models of up to 10 billion parameters, we explore the frontiers of scale for automatic speech recognition. We propose some empirical data selection techniques to efficiently find the most valuable samples in pseudo-labeled datasets. To efficiently scale model sizes, we leverage various optimizations such as sparse transducer loss and parameter sharding. By training universal English ASR models with up to 10B parameters, we push the limits of speech recognition performance across many domains. Furthermore, our models were able to generalize well to novel domains and styles of speech, exceeding previous results across multiple in-house and public benchmarks. On AphasiaBank, a dataset from speakers with disorders due to brain damage, our best zero-shot and few-shot models achieve 22% and 60% relative improvement, respectively. The same universal model reaches equivalent performance with 500x less in-domain data on the SPGISpeech financial-domain dataset.

Index Terms: speech recognition, large-scale ASR model, universal ASR model, semi-supervised learning, transfer learning

1. Introduction

Using massive datasets to train neural models with ever-increasing sizes has spurred rapid progress in many fields of machine learning, such as natural language processing [1, 2], computer vision [3], and automatic speech recognition (ASR) [4, 5, 6]. The size of the training dataset and the number of model parameters are mutual bottlenecks and must be scaled in tandem [7]. In this paper, we explore and overcome the limitations of these two dimensions in ASR.

The abundance of publicly available text on the internet enabled the large-scale training of language representation models of up to 175B parameters on hundreds of billions of tokens [1]. On the other hand, supervised ASR datasets and models have been orders of magnitude smaller, and only recently, billion parameter ASR models are used with semi-self-supervised methods [6, 8, 9] or through pooling together data from many sources [4].

This paper pushes these ideas to the extreme by pooling data from 10 different sources and employing semi-supervised training through pseudo-labeling [10]. Our data contains 4.5 million hours of speech, of which 4 million hours are unlabelled public social media videos on Facebook, uploaded from 120 countries and containing a wide variety of content and acoustic conditions. We propose a combination of data selection strategies to emphasize data diversity while reducing the computation cost of working with this dataset.

Following prior work on scaling Transformer models [1, 11, 12], we scale the encoder of an E2E VGG-transformer transducer model [13, 14] up to 10B parameters. We leverage several techniques to train our transducer models efficiently on GPUs: FairScale model sharding [15], sparse alignment restricted transducer loss [16], mixed-precision training [17], and large batch sizes [18].

Prior work [4, 6, 9, 23, 24] explored mixing many datasets to train large multi-domain speech models but was limited to under 100K total hours and 1B model parameters. [25] analyzed scaling trends for acoustic models but did not go beyond 10K hours and 100M parameters. With a focus on multi-lingual models, [5] scaled ASR models up to 10B parameters but only demonstrated less than 0.5% relative improvement compared to 1B parameter models. This paper expands these efforts to show that English speech has sufficient difficulty to merit scaling to 10B parameters and shares a recipe to train models at this scale efficiently.

While videos on social media are abundant, other scenarios severely lack audio resources. For example, AphasiaBank [26], the largest source for aphasic speech recognition, contains under 100 hours of audio data. By pre-training large models on a universal dataset, we were able to obtain a 22% WER improvement on AphasiaBank under zero-shot learning conditions for aphasic speech. Transfer to other novel domains with zero, limited, and large-scale fine-tuning conditions also exceed previously reported results, e.g., SPGISpeech [27] and an in-house dataset of long-form videos. Scaling model size to 1B parameters significantly improves zero and few-shot performance, even in low resource conditions.

Data Source Transcriber Hours Hours After Augmentation

<table>
<thead>
<tr>
<th>Data Source</th>
<th>Transcriber</th>
<th>Hours</th>
<th>Hours After Augmentation</th>
</tr>
</thead>
<tbody>
<tr>
<td>LibriSpeech [19]</td>
<td>Human</td>
<td>960</td>
<td>5760</td>
</tr>
<tr>
<td>Common Voice [20]</td>
<td>Human</td>
<td>500</td>
<td>3000</td>
</tr>
<tr>
<td>Fisher [22]</td>
<td>Human</td>
<td>1960</td>
<td>11760</td>
</tr>
<tr>
<td>Assistant*</td>
<td>Human</td>
<td>12600</td>
<td>41400</td>
</tr>
<tr>
<td>Conversational*</td>
<td>Human</td>
<td>780</td>
<td>6600</td>
</tr>
<tr>
<td>Calling Names</td>
<td>TTS</td>
<td>640</td>
<td>3840</td>
</tr>
<tr>
<td>Dictation*</td>
<td>Model</td>
<td>880</td>
<td>7920</td>
</tr>
<tr>
<td>Portal †</td>
<td>Human</td>
<td>1350</td>
<td>8100</td>
</tr>
<tr>
<td>Video †</td>
<td>Human</td>
<td>18000</td>
<td>108000</td>
</tr>
<tr>
<td>Portal †</td>
<td>Model</td>
<td>4800</td>
<td>28800</td>
</tr>
<tr>
<td>Video †</td>
<td>Model</td>
<td>4009400</td>
<td>4009400</td>
</tr>
</tbody>
</table>

Table 1: Our 4.5M hour dataset consists of 10 sources. Data sources marked with * are collected through third-party vendors. Those marked with † are collected from Facebook products.
2. Data Scaling

2.1. Multi-domain Data Sources

Our first method of constructing a large speech recognition dataset is to pool data from various sources. Table 1 lists out the data sources used. The data can be grouped into four categories:

- Publicly released datasets: LibriSpeech [19], Common Voice [20], Libri-Light [21], and Fisher [22].
- In-house crowd-sourced datasets collected from third-party vendors responding to artificial prompts with mobile devices. The content varies from voice assistant commands to a simulation of conversations between people.
- In-house datasets from Facebook products: public Facebook videos from 120 different countries, and voice commands to Portal.
- Data generated from an in-house TTS model to increase the diversity of pattern sentences in our training data.

All in-house datasets are de-identified with no personally identifiable information (PII). Depending on the source, the data was augmented with various distortion methods: speed perturbation [28], simulated reverberation, and randomly sampled additive background noise extracted from public Facebook videos.

We retain punctuation and casing from in-house datasets, which introduces inconsistency with some public datasets but allows the final model to output richer information. For evaluation, we use hand-transcribed data from the LibriSpeech, Portal, Video, and Conversational data sources, ranging from 3K-15K utterances with no overlap with training. We split up Video into “Standard” and “Challenging” subsets, where the “Challenging” subset contains videos with more noise and music.

2.2. Semi-supervised Labeling

We leveraged 4 million hours of unlabelled audio in our training by pseudo-labeling. The majority of our data in Table 1 comes from public Facebook videos labeled by a teacher model trained on a smaller supervised and semi-supervised dataset from similar sources. We use a language identification model to select video segments predicted to be English. These videos came from the same source as the supervised videos but may contain more challenging data such as singing and foreign speech.

2.3. Data Selection

4M hours of pseudo-labeled audio present many challenges, including noisy labels and audio, viral videos dominating most of the content, and infrastructure requirements to work with such a massive dataset. Data selection is a common technique to address these issues [29]. Empirically we found the following strategies to improve final model performance while reducing the total dataset size to 1.3M hours:

- **Words per Second**: Remove pseudo-labels with fewer than 0.5 words per seconds, which correlates with noisy music videos or foreign language.
- **Confidence Score**: Remove data with a bottom 20% confidence score from the teacher model to remove low confidence pseudo-labels.
- **Model Disagreement**: Re-decode the unlabeled data with an 80M parameter streaming model. We compute the edit distance between the two hypotheses to filter out data within the bottom and top 20% of disagreement to avoid too easy and too noisy utterances.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Hidden Size</th>
<th>Layers</th>
<th>Attention Heads</th>
</tr>
</thead>
<tbody>
<tr>
<td>100M</td>
<td>512</td>
<td>36</td>
<td>8</td>
</tr>
<tr>
<td>1B</td>
<td>1152</td>
<td>60</td>
<td>16</td>
</tr>
<tr>
<td>10B</td>
<td>3072</td>
<td>90</td>
<td>48</td>
</tr>
</tbody>
</table>

Table 2: Hyper-parameters for our Transformer encoders.

3. Model Scaling

3.1. Model Architecture

Our model architecture is a non-streamable full-context Transformer-Transducer [13] with a VGG-Transformer encoder [14], a 19M parameter 2-layer LSTM predictor, and a 4M parameter feed-forward joiner. We focus on increasing the size of the Transformer encoder because initial experiments shows this improves our model the most. A wide range of encoders sizes were tried but only the 100M, 1B, and 10B parameters are reported in this paper. The FFN dimension is always set to 4 times the hidden dimension. 3 VGG blocks are applied at the encoder input [14] for an inter-frame length of 80ms. We use 0.1 dropout in all Transformer blocks. Details for each model size are listed in Table 2. We also experimented with Mixture of Experts encoders [31] of up to 40B parameters. We did not see improvements, hence, we leave its exploration for future work.

3.2. Model Convergence

Due to convergence stability challenges in large mixed-precision models [32] with gradients or activations overflowing we recommend the following strategies:

- **Pre-layernorm** [33] avoids gradient explosion and enables better gradient flow.
- Scale the weight of the second linear layer in the FFN block by \( \frac{1}{\sqrt{2n}} \), where \( n \) is the number of Transformer blocks [12].
- Set \( \beta_2 \) in the Adam optimizer to 0.98 to avoid network activations overflowing beyond the FP16’s range [2].

3.3. Model Training Efficiency

Training transducer models with a billion or more parameters with distributed data parallel training is prohibitively slow. Multiple optimizations can make it feasible to train such models in a reasonable amount of time. Large batch sizes speed up training by improving the efficiency of GPU kernels and reducing the number of inter-GPU communication rounds required [18]. We use a global batch size of 23 hours. To fit such a large batch size into GPU memory, we leverage the following optimizations:
4. Experiments

4.1. Experiment Details

We use 80-D log Mel features computed every 10ms with a window of 25ms. SpecAugment [35] with the LibriSpeech Double policy is applied to the input features. We train our models for 200,000 updates, linearly increasing the learning rate to 4e-4 in the first 20,000 updates and exponentially decaying by 1e-2 over the remaining updates. We use Adam with $\beta_1 = 0.9, \beta_2 = 0.98, \epsilon = 1e^{-8}$ and normalize the global gradient norm to 2. The vocabulary is set to 4095 BPE units. All training is done in Fairseq [36]. Our largest 10B parameter model is trained with 128 A100 GPUs for 25 days and needs 8.41 * 10^6 PFLOPs for the encoder.

4.2. Impact of Scaling

To analyze the interaction between model size and dataset size, we train a universal model with three different sizes on three datasets of 13K hours, 130K hours, and 1.3M hours. Results are plotted in Figure 1. We find that there is a benefit when scaling dataset size and model size together. At 1.3M hours, WER reduction is correlated with the model size where the 10B model obtains on average a 4.03% relative WER reduction compared to the 1B model and 20.00% relative reduction compared to the 100M model. Similarly, WER reduction is correlated with dataset size at 10B parameters. Increasing 130K hours to 1.3M hours improves the average relative WER of the 100M model by 0.01%, the 1B model by 1.67%, and the 10B model by 8.46%. These results suggest that scaling the model and dataset together is the key to further improvement.

4.3. Data Selection

Applying all data selection methods described in Section 2 reduced the original data from 4.5M hours to 1.3M hours. Without applying Rare Data and Model Disagreement filtering on the pseudo-labels, the dataset is about 3.2M hours. The goal of these two techniques is to reduce cost by removing unnecessary data while improving performance on the long tail. To measure the impact of these two methods, we introduce the rare WER metric, which measures WER only on words outside the top 90% cumulative word frequency distribution – computed on the supervised data. These words are often proper nouns and more important to the meaning of the utterance than common words like articles. Table 3 shows that reducing the data by 1.9M hours not only maintains the overall WER but also improves rare WER by 4-6% relative. Although we previously found increasing dataset size beneficial, these findings suggest that quality is more important than quantity: it is crucial to pick diverse samples when scaling up dataset size.

4.4. Zero-shot and Few-shot ASR

To understand how our models generalize to novel domains, we perform both zero-shot and fine-tuning experiments on three different datasets: AphasiaBank [26], SPGISpeech [27], and an in-house long-form videos dataset. Our models achieve strong zero-shot performance and demonstrate impressive few-shot performance by exceeding baseline results by 16% to 60% relative (Table 4). In all cases, few-shot learning on top of our universal model is significantly superior to training on the relevant domain from scratch, enabling low-resource domains to enjoy the benefits of transfer learning and large models.

Our experiments also show that zero-shot and few-shot learning benefit from scaling from 100M to 1B parameters. The 10B results, however, are less consistent and points to overfitting during fine-tuning. We highlight our results below.
Aphasia is an acquired speech-language disorder due to damages to portions of the brain, most commonly resulting from a stroke. It impairs verbal communication and makes it difficult for ASR systems to understand aphasic speech [37, 38]. Transcribed aphasic speech is also scarce: a large-scale aphasic speech dataset like AphasiaBank [26] only contains about 100 hours of recorded interactions between clinicians and persons with aphasia (PWAs). We hope by transfer learning, we can produce a high-quality ASR for aphasic speech which will allow PWAs to enjoy the benefits of ASR technologies while enabling medical analyses that rely on ASR [38].

We follow the same normalization and data folds from [37]. Results aggregated across all four folds are shown in Table 4. When trained from scratch, large E2E models cannot achieve WER better than 50%. On the other hand, universal and fine-tuned models perform quite well; the fine-tuned 1B parameter model achieves a 60% relative WER improvement compared to the baseline hybrid model in [38] and a 72% relative WER improved compared to our own baseline, both of which were trained from scratch on AphasiaBank. These results indicate that few-shot learning benefits low resource domains like aphasic speech. More work needs to be done, however, to avoid overfitting for the 10B model. We also note that concurrent work [39] achieved a WER of 28.5 on AphasiaBank, but the difference in data splits prevents a formal comparison.

4.4.2. SPGISpeech

SPGISpeech [27] contains 5,000 hours of financial audio from corporate earnings calls. We use the norm setting to analyze generalization to a more formal setting with financial jargon. The test set is private, so we split half of the 100h validation to create our own test set.

Table 4 demonstrates that universal models perform somewhat reasonably but still struggle relative to [27]. Many errors are from jargon like “GAAP” or mismatch in transcription conventions: “uh” and “um” insertions make up 1/4 of the errors. With our in-house reference normalization which avoids counting fillers as errors, the WER drops by about 30% relative. After fine-tuning, our 10B model without normalization improves by 23% relative compared to [27].

We subsampled the training sets into different quantities of subsets to stress test low-resource adaptation, down to only 10 minutes of in-domain data. Our models outperform powerful adaptation capabilities: With only 10 hours of fine-tuning data, our adapted model’s performance can match training from scratch on the full 5,000 hours dataset. Furthermore, few-shot learning with only 10 minutes of data already improves the WER from 6.4 to 4.2. While the 10B model seems to overfit during fine-tuning, the 1B model outperforms 100M model by 13% to 23% when shrinking the finetuning dataset from 5k hours to 1 hour, suggesting in low resource regime, fine-tuning can be very data efficient.

5. Conclusion

In this work, we pushed the boundaries of large-scale speech recognition. We proposed an efficient recipe to train models of up to 10B parameters on 4.5M hours of audio. These large models demonstrated powerful zero-shot and few-shot learning capabilities across several domains, especially with limited in-domain data. We also identified issues related to generalization and over-fitting in our current paradigm. For future work, we plan to explore better low-resource transfer learning techniques, as well as ways to improve data diversity and training objectives when working with industrial scale datasets.
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