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Abstract

Joint training of speech enhancement and automatic speech recognition (ASR) can make the model work robustly in noisy environments. However, most of these models work directly in series, and the information of noisy speech is not reused by the ASR model, leading to a large amount of feature distortion. In order to solve the distortion problem from the root, we propose a complex speech enhancement network which is used to enhance the speech by combining the masking and mapping in the complex domain. Secondly, we propose a coarse-grained attention fusion (CAF) mechanism to fuse the features of noisy speech and enhanced speech. In addition, perceptual loss is further introduced to constrain the output of the CAF module and the multi-layer output of the pre-trained model so that the feature space of the CAF is more consistent with the ASR model. Our experiments are trained and tested on the dataset generated by AISHALL-1 corpus and DNS-3 noise dataset. The experimental results show that the character error rates (CERs) of the model are 13.42% and 20.67% for the noisy cases of 0 dB and -5 dB. And the proposed joint training model exhibits good generalization performance (5.98% relative CER degradation) on the mismatch test dataset generated by AISHELL-2 corpus and MUSAN noise dataset.

Index Terms: coarse-grained attention fusion, complex speech enhancement, robust end-to-end speech recognition

1. Introduction

In recent years, end-to-end automatic speech recognition (ASR) [1, 2, 3] methods have achieved unprecedented development because of the significant improvement of sequence-to-sequence models [4, 5]. Most of the end-to-end ASR networks are structured and trained for the clean speech. While the ASR models have tolerable performance in everyday situations with mild noise and reverberation, but they perform very poorly in very noisy and extreme environments, such as airports and factories. Therefore, it is still a challenge to construct a high-robustness and stable ASR model to meet the tasks in complex scenes.

In order to boost the noise robustness of ASR, there are two mainstream approaches: data augmentation and joint optimization. Multi-condition training (MCT) [6, 7] and SpecAugment [8, 9, 10] are the two most commonly used data augmentation methods to enhance the robustness of ASR. They all make partial adjustments to the training data. SpecAugment is usually used to help the ASR model reduce overfitting. It does not require additional training conditions, but can only be described as moderately effective when dealing with noisy speech. MCT trains the model with a corpus mixed with noise of different signal-to-noise ratios (SNRs). However, when the input noise type or SNR is not matched, its recognition ability is greatly compromised. The joint training method is to add a speech enhancement component in front of the ASR model to help enhance the speech. In recent years, deep learning-based speech enhancement methods have achieved remarkable performance, and the main approaches can be divided into two categories: mapping [11, 12] which is to reconstruct the target clean speech from the noisy speech, and masking [13, 14] which is to apply the mask to the noisy speech to obtain the enhanced speech. However, due to the influence of the evaluation metrics of speech enhancement, the enhancement model tends to produce over-smoothed spectrum, which leads to speech distortion and degrades the performance of ASR. These enhancement methods that fail to optimize in the intended direction of ASR are suboptimal solutions. To further improve the problem of optimization direction, joint training has become a popular method. The joint optimization of speech enhancement and ASR can reduce the distortion caused by different optimization directions. It can bring a robustness bonus to ASR. Recently, joint training methods with fusion mechanism have been applied to robust ASR networks [7, 15, 16]. But none of them are structurally designed and evaluated for matching the output of the fusion module with the input of the ASR. And most of existing robust ASR models have not been tested on cross-speech corpora and cross-noise datasets. Therefore, it is still necessary to improve their real robustness, especially in very extreme environments such as 0 dB or lower SNRs than scenes have to be tested.

In this paper, we propose a coarse-grained attention mechanism to fully squeeze the internal information of noisy speech, and also optimize the fusion module with a pre-trained model. To sum up, the main contributions of this paper have three aspects. Firstly, the complex spectrum enhancer (CSE) is proposed to enhance the noisy speech by combining masking and mapping in the complex domain, so as to reduce the speech distortion as much as possible. Secondly, coarse-grained attention fusion (CAF) fuses the noisy features and enhanced features with coarse-grained information. In addition, the input of the loss function for CAF is computed from pre-trained ASR, and the loss can guarantee that the output space of CAF is optimized towards the input space of ASR.

2. The proposed joint training method

We propose a non-autoregressive coarse-grained attention fusion (CAF) method with a joint training framework to act as a bridge between speech enhancement networks and recognition networks for robust end-to-end speech recognition. The whole model consists of a complex speech enhancement network, a CAF network and an end-to-end speech recognition network. Firstly, the complex spectrum enhancer (CSE) enhances the noisy complex spectrum in multiple stages. Secondly, the CAF network fuses the features of the enhanced speech with the potential speech features extracted from the noisy speech. Finally, the fused features of the CAF module will be used as
the input of the end-to-end ASR network to complete the speech recognition task. During training, the losses of the three parts together constitute the overall loss, and the model needs to optimize the overall loss. As shown in Fig. 1, a joint combination scheme is proposed to optimize the entire model and update the model parameters. To reduce the performance degradation of ASR model caused by feature distortion, the enhanced feature space needs to be closer to the latent feature space of the ASR network. Therefore, we further optimize the output of the CAF module by using the common intermediate features of a fixed pre-trained model \( G \), such as VGG-19 [17] as the target, so that it can fully learn the latent feature space information of the ASR network.

**2.1. Complex spectrum enhancer**

The noisy \( y(t) \) in time domain gets \( Y(k, t) \) in time-frequency (TF) domain after short-time Fourier transform (STFT). \( Y(k, t) \) is formed by the superposition of the speech \( X(k, t) \) and the noise \( N(k, t) \) in TF domain. The responsibility of complex spectrum enhancer (CSE) is to eliminate the influence of \( N(k, t) \) on the following networks as much as possible.

Spectral leakage and audio distortion are the main reasons for the high character error rate (CER) in previous noisy speech recognition models. For this reason, we use complex spectrum as our target to this enhancement algorithm. Preserving the imaginary part feature means that the phase information can be preserved while preserving the clear harmonic structure, which is very helpful in suppressing phase-induced distortion.

\[
Y(k, t) = \text{Re}(X(k, l)) + i \cdot \text{Im}(X(k, l)) \\
+ \text{Re}(N(k, l)) + i \cdot \text{Im}(N(k, l))
\]

where \( \text{Re}(\cdot) \) and \( \text{Im}(\cdot) \) represents the real and imaginary parts (RI) of STFT spectrum.

The overall diagram of proposed CSE network is shown in Fig.2. CSE consists of a mask encoder and a residual decoder. The mask encoder is responsible for estimating the complex mask \( M \) as the initial enhancement stage. The noisy complex spectrum completes point-wise matrix multiplication with the mask \( M \) to obtain the preliminary enhancement result \( X_{\text{pre}} \), as shown in Eq.2:

\[
X_{\text{pre}} = M \odot Y
\]

The signal residuals of \( Y \) and \( X_{\text{pre}} \) are fed into the residual decoder as inputs. The residual decoder can further suppress the residual noise components \( X_{\text{res}_1} \) and compensate the missing speech components \( X_{\text{res}_2} \) from the signal residuals.

\[
X_{\text{res}_1}, X_{\text{res}_2}, X_{\text{res}_3} = \text{ResDecoder}(Y - X_{\text{pre}})
\]

The output of the entire CSE module consists of three sets of complex signals, which are the masked spectrum \( X_{\text{pre}} \), the residual noise spectrum \( X_{\text{res}_1} \) and the residual speech spectrum \( X_{\text{res}_2} \):

\[
\hat{X} = \text{CSE}(Y) = X_{\text{pre}} + X_{\text{res}_2} - X_{\text{res}_1}
\]

L2 loss are used as the objective function to optimize the model parameters:

\[
L_{\text{CSE}} = \| \hat{X}_{\text{RI}} - X_{\text{RI}} \|_2^2
\]

In the mask encoder, firstly, the encoder part of the \( U^2 \)-Net [18] is connected with a 1D dilated convolution layer (DiConv1D). Instance normalization (IN) and PReLU activation are performed after DiConv1D to produce intermediate RI feature representation. The output dimension of the intermediate RI feature is 322, where each of the real and imaginary parts is 161 dimensions. The multi-scale temporal convolution network (MSTCN) [19] is adopted to perform the multi-scale TF feature analysis on the intermediate RI feature, and finally a 1D convolution (Conv1D) layer is used to estimate the complex mask. As for the \( U^2 \)-Net encoder, it contains 4 groups of convolutional structures with decreasing internal layers, which are up-sampling and down-sampling consisting of 2D convolution and 2D deconvolution, to obtain the high-level feature representations. The MSTCN we used consists of four groups of multi-scale residual modules, each of which consists of two 1D convolution layers and a multi-scale dilated convolution layer. The multi-scale dilated convolution layer contains 8 sub-band with kernel size set to 3, and the dilation rates are 1, 3, 5, 7, respectively.

The residual decoder consists of two Conv1D layers and three groups of temporal convolution modules (TCM) in the middle. Each group of TCM consists of five residual blocks with dilation rates of 1, 2, 4, 8, and 16 in sequence. Increasing the receptive field of the residual blocks helps the model to capture long-term embedding features. The final Conv1D layer can estimate the complex spectrum of the residual noise signal and the residual speech signal.

**2.2. Coarse-grained attention fusion**

The traditional joint training method [7] only uses enhanced features for the speech recognition component and still suffers from the problem of audio distortion. As for the CAF network shown in Fig.3, we divide it into two stages including self-attention encoder (SAE) and co-attention decoder (CoAD). X
and $\hat{X}$ respectively perform logarithmic Mel matrix multiplication calculation to obtain Fbank features $O$ and $\hat{O}$ as the input of CAF network.

$$L_{CAF} = \sum_{i=1}^{n} \omega_i \cdot S(G_i(O_{\text{clean}}), G_i(O_{\text{CAF}}))$$  \hspace{1cm} (8)$$

where $O_{\text{clean}}$ is the clean speech Fbank features. $G_i$ extracts the ith hidden features from the fixed pre-trained model. $S(x, y, \omega_i)$ is a weight coefficient. Perceptual loss [21] measures the difference in cosine similarity between CAF output and clean audio by exploiting multi-layer features from a pre-trained model.

2.3. End-to-end automatic speech recognition

In this paper, we employ a state-of-the-art end-to-end ASR method based on low-rank Transformer speech recognition network [22] as our speech recognition component. The end-to-end ASR task can be defined as finding the token sequence $\hat{Z}$ to maximize the posterior probability $Pr(\hat{Z}|O_{\text{CAF}})$ under the given Fbank feature after CAF. Certainly, there are some differences in the performance of the Chinese end-to-end ASR model when outputs different types of tokens. In this work, we choose Mandarin Phonetic Symbols as the form of token output. The number of the heads in multi-head attention is 5. Both the encoder and the decoder block in Transformer are repeated 3 times, and the internal dimension is 512.

The ASR network uses cross entropy as the loss function which can be written as:

$$L_{ASR} = -\ln P(Z|O_{\text{CAF}})$$  \hspace{1cm} (9)$$

where $\hat{Z}$ is the ground truth of the output tokens of the clean speech.

2.4. Joint training

The loss functions of the three modules are balanced by hyper-parameters $\alpha, \gamma$ and $\delta$.

$$L = \alpha L_{CSE} + \gamma L_{CAF} + \delta L_{ASR}$$  \hspace{1cm} (10)$$

3. Experiment and results

3.1. Experimental setups

Our experiments are conducted on the Mandarin speech corpus AISHELL-1 [23] corrupted by the noises from DNS-3 [24]. In addition, to fully test the generalization performance of our model, we also used another open-source clean Mandarin speech corpus AISHELL-2 [25], and MUSAN [26] noise dataset to construct the extra test samples. The sampling rate for all these datasets is 16000 Hz. AISHELL-1 contains above 150-hours speech training set, over 10-hours speech validation set and about 5-hours speech test set. DNS-3 Noise dataset is provided by the Deep Noise Suppression Challenge in 2021. It consists of noise clips containing about 150 different audio categories. We randomly selected 50,000, 4,000, and 2,000 clips from DNS-3 Noise dataset without repetition to construct a noise training set, a noise validation set, and a noise test set, respectively. To construct the cross-corpus test set, we randomly picked up about 5-hours clean speech audio from the test dataset.
from AISHELL-2 and 2000 noise clips from MUSAN as the extended test set.

During training, the noisy generator is triggered with a probability of 0.9. The generator synthesizes noisy speech according to SNR which samples from -5dB to 15dB randomly. The final training set is randomly synthesized from the speech training set and the noise training set. Similarly, the validation set and the test set are all generated in the same way. In addition, we sequentially generated the test sets with fixed SNRs of -5, 0, 5, 10, and 15. The model is trained on the training set and evaluated using the validation set to stop the training of the model. Our models are optimized in the same way as [22]. The warmup step is 8000 and the width of beam search in Transformer decoder is 3. Hyperparameters \( \alpha, \gamma \) and \( \delta \) are 0.2, 0.3 and 0.5 respectively.

3.2. Ablation study

To demonstrate the effectiveness of the proposed CAF joint training framework, we conduct an ablation study to analyze different elements. Different end-to-end ASR models of Transformer (TR) are constructed for comparison. As shown in the Table 1, we add the different modules into base network, subsequently. Except for the baseline Transformer*, which is trained by the clean training dataset of AISHELL-1, the other models are trained on the training set we generated. In the Table 1, ‘+’ represents the combination of different models, and ‘(·)’ represents the model trained by joint training strategies. We measure the performance of models on the clean test set, 5 sets of fixed SNR test sets, and the random SNR test set. The average CER calculated from the results of the 5 sets of fixed SNR cases are also reported. For convenience we call the CER performance of the model on the random SNR test set as random CER.

As we can see that in the same model structure, the performance of the models with joint training is significantly better than that of the models without joint training. If Transformer in those model learns the output features of the front-end models without joint training, the CER performance of those models tested by the clean test set are even worse than the baseline model.

Pre-trained model during training, which can effectively help the output feature space of CAF to be consistent with the input space expected by ASR. Finally, by testing the CAF with joint training framework we proposed, the CER in the clean speech test set is 4.10%, the average CER in five sets of fixed SNR test sets is 11.09% and the CER in the random SNR test set is 10.57%.

3.3. Generalization performance

As shown in Table 2, we test MCT+SpecAugment+TR and (CSE+TR) and (CSE+CAF+TR) together on the extended test sets. They all have a noticeable performance degradation across datasets. However, compared with the other two models, the model of (CSE+CAF+TR) on all kinds of CER are still the best. By testing the CAF with joint training framework we proposed, the CER in the extended clean speech test set is 9.80%, the average CER in five sets of fixed SNR cases is 16.70% and the CER in the extended random SNR test set is 15.64%.

As shown in Table 2, we test MCT+SpecAugment+TR and (CSE+CAF+TR) together on the extended test sets generated by AISHELL-1 and DNS-3, the performance of (CSE+CAF+TR) on across datasets drops by 5.98%, achieving a stability of 94.02%.

4. Conclusion

In this paper, we propose a coarse-grained attention fusion with joint training framework for complex speech enhancement and end-to-end speech recognition. From the perspective of complex domain, complex spectrum enhancer is designed to denoise the noisy speech. In order to solve the problem of speech distortion and make the output space of the front-end model more consistent with the input space expected by ASR network, we apply the coarse-grained attention fusion to further fuse the enhanced speech features with the noisy speech features to extract more robust features for end-to-end ASR. At the same time, we adopt a joint training method to optimize the model towards the overall optimal direction. Experiments on the dataset generated by AISHELL-1 and DNS-3 and the dataset generated by AISHELL-2 and MUSAN show that the method we proposed is effective for robust end-to-end ASR and can solve the speech distortion problem well.
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