LightVoc: An Upsampling-Free GAN Vocoder Based On Conformer And Inverse Short-time Fourier Transform
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Abstract

Most neural vocoders based on generative adversarial networks (GANs) rely on iterative upsampling to generate audio sequences from mel-spectrograms as well as dilated convolution to expand their receptive fields. Nevertheless, iterative upsampling increases the network’s complexity and thus decreases the inference speed. Moreover, convolution neural networks are geared towards extracting fine-grained local information and still struggle to capture long-term dependencies. In this work, we propose LightVoc, an efficient and high-quality GAN-based neural vocoder that replaces all upsampling blocks with a stack of Conformer blocks and uses a novel combination of discriminators to generate high-resolution waveforms over the full-band. From our experiments on LJSpeech dataset, LightVoc produces comparable audio quality while being 52.5 times faster in terms of CPU-based inference speed in comparison to HiFi-GAN V1.
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1. Introduction

Most TTS systems comprise of an acoustic model that maps input text sequence into a set of acoustic features, and a neural vocoder (NV) that synthesizes raw waveform from these features \cite{1-3}. In this work, we focus on developing a high-performance NV without compromising the audio quality.

NVs can be classified into two categories: autoregressive (AR) and non-autoregressive (non-AR). While AR NVs \cite{4-7} have gained popularity due to their ability to generate human-sounding audio, their notoriously slow inference severely limits their applications in the real world. To achieve a higher level of performance, researchers have turned to non-AR NVs \cite{8-10}. Among these works stand out GAN-based NVs \cite{10-18} with the ability to synthesize high-fidelity audio while still be lighter and much faster than other alternatives. Their leading representative is HiFi-GAN \cite{15}, which achieves higher mean opinion score (MOS) than WaveNet \cite{4} (a top-tier AR NV) while synthesizing audio incredibly faster.

Most GAN-based NVs consist of two adversarially trained neural networks: a generator to synthesize audio from mel-spectrogram, and a discriminator to evaluate the authenticity of the synthesized audio. Their generators usually employ a stack of convolution-based blocks to upsample the input sequence until the output sequence matches the target waveform’s temporal resolution. However, this reliance on iterative upsampling increases the network’s complexity and may slow down the inference process. To address this issue, \textsc{iSTFTNet} \cite{19} proposed to remove a part of these upsampling blocks and replace some output-side layers with inverse short-time Fourier transform (iSTFT) (Fig. 1b). Using HiFi-GAN as the baseline, \textsc{iSTFTNet} proved to be faster and more lightweight while maintaining a comparable audio quality.

In addition to iterative upsampling, GAN-based NVs often rely on dilated convolution to increase the receptive field. In \cite{15}, HiFi-GAN proposed multi-receptive field fusion (MRF) module, consisting of multiple residual blocks with varying dilation rates and kernel sizes, to further diversify receptive field patterns (Fig. 1a). However, convolution neural networks (CNNs) are geared towards extracting fine-grained local information, and still struggle to capture long-term dependencies such as pitch and energy. On the other hand, based on self-attention \cite{20}, Transformer \cite{21} has shown great potential to replace CNNs in various fields \cite{22-25}. Therefore, in \cite{26}, Miao et al. proposed strategically replacing convolution with self-attention, which is computed within dilated sliding windows to expand the receptive field by constant scale factor while not increasing the computation load. Interestingly, in \cite{27}, Gulati et al. proposed \textit{Conformer}, a novel attempt to combine convolution with self-attention to model both local and global dependencies. It achieved state-of-the-art speech recognition performances and has since been widely adopted in many tasks of speech processing \cite{28-35}. To date, however, there has been no successful application of Conformer in building a neural vocoding model.

Inspired by these works, we propose LightVoc (Fig. 1c), an up-sampling-free GAN vocoder based on Conformer and iSTFT. Our main contribution is threefold:

\begin{itemize}
  \item \textbf{First}, we replace all upsampling blocks of \textsc{iSTFTNet} with a stack of Conformer blocks to make the generator lighter and faster.
  \item \textbf{Second}, we propose a combination of discriminators to facilitate our model in generating high-resolution waveforms over the full-band.
  \item \textbf{Third}, our model outperforms all compared others in terms of inference speed while maintaining audio quality competitive with HiFi-GAN V1, according to experiments conducted on LJSpeech \cite{36} dataset.
\end{itemize}

2. Proposed Model

Built upon GAN architecture, LightVoc consists of two adversarially trained neural networks: a generator to synthesize audio from mel-spectrogram, and a discriminator to evaluate the authenticity of the synthesized audio. The rest this section reflects the design decisions we made for these components.
2.1. Generator

Our proposed generator is inspired by iSTFTNet. However, in order to reduce the model’s complexity and to improve its ability to capture long-term dependencies, we substitute all upsampling blocks with a stack of Conformer blocks, as shown in Fig. 1c. The data pipeline goes as follows:

- **Stage 1**: First, a full-band log-mel spectrogram of magnitude is fed into a stack of N Conformer blocks sandwiched between two convolution layers. Their output is magnitude and phase information.
- **Stage 2**: Then, using phase and magnitude information, iSTFT layer generates the final raw waveform. The size, hop length, and window length of this iSTFT layer are identical to those of the STFT layer that is used in stage 1 for mel-spectrogram extraction.

In this pipeline, each Conformer block consists of a feed-forward module (FFN), a multi-head self-attention module (MHSA), a convolution module (Conv), and finally FFN with a normalization layer (LayerNorm). The combination of MHSA and Conv modules allow Conformer to extract both local and global context features from input sequences. Besides, skip connections allow Conformer to avoid gradient vanishing when multiple layers are stacked.

2.2. Discriminator

Our discriminator is a combination of (1) a collaborative multi-band discriminator (CoMBD) [37], (2) a sub-band discriminator (SBD) [37], and (3) a multi-resolution spectrogram discriminator (MRSD) [38].

In fact, CoMBD and SBD were recently proposed by Avocodo [37] to reduce aliasing and imaging artifacts caused by the training objective biased on the low-frequency band and naive downsampling technique. Avocodo outperformed HiFi-GAN on both single and unseen speaker synthesis tasks. Hence, CoMBD and SBD were chosen for our model.

However, in our preliminary experiments employing only CoMBD and SBD, the over-smoothing problem usually occurs in the high-frequency band of the generated audio (Fig. 2a). Fortunately, the over-smoothing issue had been resolved in UnivNet [38] with the proposal of MRSD. Their ablation study proved that it played the key role in reducing over-smoothing and increasing MOS significantly.

Therefore, we propose using MRSD in conjunction with CoMBD and SBD to facilitate LightVoc in generating high-resolution waveforms over the full-band. To the best of our knowledge, there is no prior work that uses the same combination of discriminators.

3. Experiments

3.1. Experimental setup

Our experiments are performed on LJSpeech dataset, containing 24 hours of 22,050Hz audio samples recorded by a native English-speaking female. We use 12,600 samples for training, 250 samples for validation, and 250 samples for testing.

For generator, we use two Conformer blocks as configured in [27] and apply some modifications: model dimension is set...
to 256, number of attention heads is set to 8, convolution kernel size is set to 31, and dropout is set to 0.1. The input features are 80 dimensional log-mel spectrograms extracted by a STFT with size of 1024, hop length of 256, and window length of 1024. We used the AdamW optimizer to train the model for 1M iterations with an initial learning rate of $2 \times 10^{-4}$, $\beta_1 = 0.9$ and $\beta_2 = 0.98$, using multi-resolution STFT loss [14]. For discriminator, we use least-squares GAN loss [39] for each of discriminator blocks. The final loss is computed by taking average of the losses of these blocks.

In order to compare LightVoc with prior works on audio fidelity, inference speed and number of parameters, we use open-source implementations\(^1,2\) of Parallel WaveGAN, Multi-band MelGAN, HiFi-GAN V1/2 (two variants of HiFi-GAN), and iSTFTNet V1/2 (based upon HiFi-GAN V1/2 respectively).

Furthermore, to gain more insights, we set up two additional baselines, namely LightVoc-B1/2 s (Fig. 3). These models share the same discriminator as proposed in Sect. 2.2, but their generators are set up different from each others: (1) For LightVoc-B1, we take iSTFTNet’s generator (Fig. 1b) and replace the MRF module in each upsampling block with a Conformer block (Fig. 3.a). (2) For LightVoc-B2, we take the generator of LightVoc-B1, remove the second upsampling block, use two Conformer blocks instead, and change the configuration of iSTFT accordingly (Fig. 3.b).

3.2. Evaluation metrics

Compared models are evaluated both subjectively and objectively\(^1\). For subjective evaluation, we crowdsourced a MOS test with 20 native English speakers via Amazon Mechanical Turk. For objective assessments, we use multiple metrics including: (1) NISQA [40] and WV-MOS [41] to estimate MOS; (2) mel-cepstral distortion (MCD) [42] and perceptual evaluation speech quality (PESQ) [43] to measure the level of distortion; (4) RTFX, the inverse of real time factor (RTF), to measure the inference speed on CPU and GPU; and lastly, (5) the number of parameters.

\(^1\)https://github.com/kan-bayashi/ParallelWaveGAN
\(^2\)https://github.com/rishikksh20/iSTFTNet-pytorch

Audio samples are available at https://lightvoc.github.io

4. Results and Discussion

4.1. Impact of audio length on GPU-based synthesizing speed

In order to investigate the relationship between audio length on inference speed of each model, we generate audio files of different durations: 1, 2, 3…100 seconds. For each selected audio length, each model must synthesize 1000 audio files of the same length, and the RTFX value is calculated through dividing the total audio length by the total execution time. These experiments were done on a single NVIDIA A100 GPU. The results are shown in Fig. 4.

---

**Figure 2:** Spectrograms of the generated waveforms.

**Figure 3:** The generators of our internal baselines and proposed model.

**Figure 4:** Impact of audio length on GPU-based synthesizing speed. Parallel WaveGAN, HiFi-GAN V1, and LightVoc-B1/2 are unable to complete the test due to out-of-memory.
Table 1: Comparison of our proposed model with prior works on multiple metrics on LJSpeech. The numbers in () indicate the rates (%) comparing LightVoc with other models. A Wilcoxon signed-rank test with α = 0.05 is conducted to check the statistical significance between the results of LightVoc and the others: (+) = better, (≈) = similar, and (−) = worse.

<table>
<thead>
<tr>
<th>Model</th>
<th>MOS s.e.t.</th>
<th>WV-MOS ± s.e.t.</th>
<th>NISQA ± s.e.t.</th>
<th>PESQ ± s.e.t.</th>
<th>MCD ± s.e.t.</th>
<th>RTFX↑ @CPU</th>
<th>RTFX↑ @GPU</th>
<th># Params↓ (M)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ground Truth</td>
<td>4.477 ± 0.601 (−)</td>
<td>4.222 ± 0.246 (−)</td>
<td>3.828 ± 0.632 (−)</td>
<td>2.355 ± 0.145 (−)</td>
<td>5.456 ± 0.204 (−)</td>
<td>×0.48 (37)</td>
<td>×79.02 (34)</td>
<td>1.84 (13)</td>
</tr>
<tr>
<td>Parallel WaveGAN</td>
<td>3.772 ± 0.981 (−)</td>
<td>3.889 ± 0.266 (−)</td>
<td>3.478 ± 0.471 (−)</td>
<td>2.569 ± 0.155 (−)</td>
<td>3.913 ± 0.165 (−)</td>
<td>×10.74 (823)</td>
<td>×984.72 (428)</td>
<td>2.54 (18)</td>
</tr>
<tr>
<td>Multi-band MeiGAN</td>
<td>4.372 ± 0.706 (−)</td>
<td>4.166 ± 0.281 (−)</td>
<td>3.759 ± 0.644 (−)</td>
<td>3.622 ± 0.147 (−)</td>
<td>3.909 ± 0.154 (−)</td>
<td>×1.13 (100)</td>
<td>18.92 (826)</td>
<td>13.94 (108)</td>
</tr>
<tr>
<td>HiFi-GAN V2</td>
<td>4.078 ± 0.850 (−)</td>
<td>4.039 ± 0.257 (−)</td>
<td>3.572 ± 0.950 (−)</td>
<td>2.947 ± 0.173 (−)</td>
<td>4.524 ± 0.156 (−)</td>
<td>×13.83 (100)</td>
<td>×769.23 (133)</td>
<td>0.93 (7)</td>
</tr>
<tr>
<td>iSTFTNet V1</td>
<td>4.358 ± 0.809 (−)</td>
<td>4.147 ± 0.257 (−)</td>
<td>3.741 ± 0.951 (−)</td>
<td>3.530 ± 0.157 (−)</td>
<td>3.967 ± 0.160 (−)</td>
<td>×2.06 (158)</td>
<td>432.90 (188)</td>
<td>13.26 (99)</td>
</tr>
<tr>
<td>iSTFTNet V2</td>
<td>4.053 ± 0.939 (−)</td>
<td>4.056 ± 0.252 (−)</td>
<td>3.534 ± 0.606 (−)</td>
<td>2.873 ± 0.186 (−)</td>
<td>4.652 ± 0.158 (−)</td>
<td>×24.69 (192)</td>
<td>1.126.93 (563)</td>
<td>0.89 (6)</td>
</tr>
<tr>
<td>LightVoc (Ours)</td>
<td>4.376 ± 0.683 (−)</td>
<td>4.059 ± 0.247 (−)</td>
<td>3.818 ± 0.599 (−)</td>
<td>3.597 ± 0.147 (−)</td>
<td>3.489 ± 0.195 (−)</td>
<td>×68.48 (824)</td>
<td>×1430.46 (822)</td>
<td>3.94 (28)</td>
</tr>
</tbody>
</table>

* Due to out-of-memory issue, LightVoc-B1/2 models couldn’t be trained, and could only be initialized with random parameters for our inference speed tests, of which results are shown in Fig. 4. Therefore, LightVoc-B1/2 are absent from this table.

We observe that: First, LightVoc is faster than all compared others except iSTFTNet V2 when synthesizing audio files shorter than 90 seconds; and iSTFTNet V2 only outperforms our model in terms of speed when synthesizing audio files longer than 60 seconds.

Second, most compared prior works without self-attention generate audio files longer than 30 seconds. However, once the audio files are longer than 30 seconds, LightVoc’s speed begins to slow down, due to the quadratic computational complexity of the Conformer block. This clearly demonstrates a limitation of placing the self-attention layer on top of variable-length inputs.

Third, both LightVoc-B1 and B2 can’t finish the speed test because the upsampling layer significantly increase the length of inputs fed to attention layer by an order of magnitude, which exacerbates the aforementioned drawback of self-attention layer. In fact, LightVoc-B1/2 couldn’t be trained due to out-of-memory and get initiated with random parameters instead.

In our future work, a possible solution to improve current self-attention module is to use more memory-efficient architectures such as Informer [44], Reformer [45], and Grouped Self-Attention [46].

4.2. Comparison with prior works on multiple metrics

Table 1 compares our proposed model with prior works both subjectively and objectively. Some main observations are as follows.

First, MOS and RTFX results show that LightVoc synthesizes faster than all compared other without compromising the audio quality. According to our Wilcoxon signed-rank test with α = 0.05, our proposed model produces audio with quality similar to HiFi-GAN V1’s while being 52.5 times faster in terms of inference speed on CPU. In addition, LightVoc scores 8.0% higher MOS than iSTFTNet V2 does while in terms of inference speed, our model still outperforms iSTFTNet V2, which is currently the fastest among mentioned GAN NVs. by 2.8 times on CPU and 1.1 times on GPU. This result also proves LightVoc’s great efficiency as the number of parameters of our generator is about 4 times larger than iSTFTNet V2’s.

Second, our conclusions are also backed by other objective evaluation metrics: (1) our WV-MOS is higher than most compared others; (2) our NISQA is statistically similar to the ground truth’s; and (3) we achieve the lowest MCD with a 12.0-to-25.0% relative improvement to iSTFTNet V1/2, 10.7to-22.8% relative improvement to HiFi-GAN V1/2, and 34.3-to-36.1% relative improvement to Parallel WaveGAN and Multi-band MeiGAN.

Third, LightVoc achieved the aforementioned improvements while still being relatively lightweight. Our generator has only about 4 millions parameters, which is only 1/3 the size of HiFi-GAN V1 or iSTFTNet V1.

5. Conclusions and Future Work

In this work, we propose LightVoc, an efficient and high-fidelity neural vocoder based on Conformer and invert short-time Fourier transform. Based on our experiments on the LJSpeech dataset, compared to HiFi-GAN V1, LightVoc produces competitive audio quality while being 52.5 times faster in terms of CPU-based inference speed. In the future, we will experiment with more memory-efficient self-attention architectures, as well as investigate the effectiveness of LightVoc in a fully end-to-end text-to-speech system.
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