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Abstract

We train a MOS prediction model based on wav2vec 2.0 using the open-access data sets BVCC and SOMOS. Our test with neural TTS data in the low-resource language (LRL) West Frisian shows that pre-training on BVCC before fine-tuning on SOMOS leads to the best accuracy for both fine-tuned and zero-shot prediction. Further fine-tuning experiments show that using more than 30 percent of the total data does not lead to significant improvements. In addition, fine-tuning with data from a single listener shows promising system-level accuracy, supporting the viability of one-participant pilot tests. These findings can all assist the resource-conscious development of TTS for LRLs by progressing towards better zero-shot MOS prediction and informing the design of listening tests, especially in early-stage evaluation.
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1. Introduction

1.1. Mean Opinion Score (MOS) evaluation in TTS

Neural TTS has come to dominate research in TTS. It produces better results in output speech and requires less pre-processing and feature development than concatenative and statistical parametric synthesis [1]. Unlike these paradigms, neural TTS generally already achieves satisfactory intelligibility, at least with sufficient training data. Thus, its evaluation is usually focused on other aspects. The most widely assessed aspect is naturalness, commonly indicated by MOS (Mean Opinion Score [2]) or MUSHRA (MUltiple Stimuli with Hidden Reference and Anchor [3]) score. It should be noted that this approach is not without flaws. For example, the term “naturalness” itself is rather ambiguous. In fact, instead of treating TTS evaluation as a highly standardized MOS-based process as it has been, numerous studies have promoted more nuanced approaches. An example is focusing on “contextual appropriateness” and the product’s user-centered experience [4]. Nevertheless, measuring naturalness through MOS scores remains a popular method for evaluating and comparing TTS systems across studies.

Although MOS evaluation is widely used for TTS, it has its challenges. Human participants need to listen to each audio sample and rate its naturalness on a 5-point scale. As such, these listening tests require a high amount of resources, both time-wise and monetary. This is especially true if there is a large amount of samples to rate. Online listening tests do alleviate these issues, but not completely. Evaluating TTS in low-resource languages (LRLs) presents even greater challenges, as it can be difficult to find enough proficient speakers for the test and financial resources are often scarce. Combined with the typical issue of limited training data, this makes it even more challenging for TTS research in LRLs to keep pace with better-resourced languages.

1.2. Automatic prediction of MOS

Automatic prediction of MOS has gained attention recently as a promising solution to the challenges of traditional MOS-based evaluation. One influential work in this area is MOSNet [5], which predicts MOS from magnitude spectrograms using a CNN-BLSTM architecture. Subsequent research has explored ways to improve its accuracy and generalize to different contexts. For example, [6] experimented with eight other representations besides spectrogram frames, while MBNet [7] and [8] both explored explicitly learning the listener bias in the MOS data. Most recently, research effort in this topic was gathered in the VoiceMOS Challenge [9], which released the BVCC data set [10]. BVCC is a collection of MOS ratings from its own large-scale listening test on samples obtained from 6 years of the Blizzard Challenge (BC) and 3 years of the Voice Conversion Challenge (VCC). BVCC was used as baseline training data in the challenge, and greatly enabled following research, e.g., [11, 12, 13].

1.3. MOS data set for neural TTS

BVCC consists of MOS ratings from a vast range of voice conversion (VC) and TTS systems. For the former, e.g., in VCC 2020 [14], listeners are usually instructed to give “naturalness” ratings based on the converted audio quality and not the actual naturalness or pronunciation accuracy in the speech. For the latter, since the samples are from BC 2008 [15] to BC 2016 [16], they come from a wide range of systems using vastly different designs for unit selection and/or statistical parametric synthesis. This means there is a large difference in the audio quality of the samples, and thus the listeners in BVCC likely paid more attention to this than the prosodic naturalness of the samples. This makes it different from the evaluation of neural TTS. For these reasons, [17] argues that BVCC is less suitable for training MOS prediction models aimed at neural TTS and introduces SOMOS, a new open-access data set designed for this task.

SOMOS consists of 20,100 utterances from 200 neural TTS systems based on or similar to Tacotron [18], modified to vary their prosodic manipulation ability. The authors trained MOSNet [5], LDNet [19], and a system based on large self-supervised learning (SSL) models [10] on SOMOS, and showed promising results on its test set. However, there were no results on external test sets, which would provide a clearer comparison between BVCC and SOMOS. We address this directly here.

Furthermore, to the best of our knowledge, there is currently no work on MOS prediction that specifically focuses on...
TTS for LRLs. Due to the typical lack of training data for the acoustic model, TTS for LRLs may present its own problem-atic patterns in the speech prosody (or naturalness in general). These patterns are uncharacteristic in TTS for better-resourced languages and are thus not picked up by general MOS predic-tion models. Additionally, there is a need for LRL-specific fine-tuning strategies that focus on efficiency, given the constraints on available resources. Therefore, we investigate strategies for fine-tuning MOS prediction models for LRLs, particularly re-garding the necessary amount of data and fine-tuning with data from a single listener.

1.4. Contributions

We make the following contributions:

1) We use two large open-access MOS data sets (BVCC and SOMOS) to train a prevalent SSL-based MOS prediction ar-chitecture and compare their performance with neural TTS samples in the LRL West Frisian without any fine-tuning.

2) We fine-tune the models above with different amounts (10% to 40%) of total data to explore a “sweet spot” in the amount of fine-tuning data, which may give insights that can inform resource-efficient listening test design for TTS in LRLs.

3) Lastly, we experiment with fine-tuning using MOS data from only one listener, to explore the feasibility of using MOS data from a single listener to fine-tune TTS models in LRLs.

2. Experiment details

2.1. MOS prediction model

Large self-supervised learning (SSL) models for speech have been proved to have strong performance when fine-tuned for various speech-related tasks, and [10] followed this approach for MOS prediction. They took several pre-trained SSL models from the FAIRSEQ project [20], added a linear layer to the models’ output embeddings, and fine-tuned them using L1 loss calcu-lated from MOS ratings. One of their best performing models was fine-tuned from wav2vec 2.0 Base (95M parameters) [21]. This was later used as one of the baselines in the VoiceMOS Challenge [9] and turned out to be among the best performing systems in the out-of-domain (OOD) track. OOD prediction matches our interest since it also has to use limited data. This model also had the best accuracy in the recent experiments with SOMOS in [17]. Therefore, we chose this model’s architecture for the current study. We followed its authors’ recommenda-tions in audio pre-processing (e.g., resampling to 16 kHz, nor-malizing amplitude with \(\text{sv56}[22]\)). We also kept the authors’ hyper-parameters for stochastic gradient descent: learning rate \(1 \times 10^{-4}\), momentum 0.9, and early stopping after 20 epochs of no decrease in validation loss.

2.2. MOS data set

We used MOS data from our previous work [23], which proposed a new phone mapping method in transfer learning for TTS in LRLs and experimented with 30 minutes of data in the LRL West Frisian (hereafter Frisian). We used FastSpeech 2 [24] for the acoustic model and HiFi-GAN V1 [25] for the vocoder, which makes it suitable for our focus on neural TTS for LRLs. We experimented on fine-tuning different source language acoustic models, with and without phone mapping. There were in total 220 synthetic samples from 11 systems: 10 TTS systems and 1 hidden resynthesized anchor, following the MUSHRA guideline [3]. Frisian speakers listened to each sam-ple and rated its pronunciation accuracy and naturalness using the 0-100 MUSHRA scale. We converted the naturalness rat-ings linearly to the 5-scale of MOS and used them for the cur-rent study. In total, there were 2,024 individual MOS ratings from 46 listeners. The synthetic samples, listening scores, and relevant participant information are available online.

This data set was split into training/validation/test sets of 40%/10%/50%. We ensured a relatively even distribution of TTS systems among them. Due to the rather small data size, we wanted to avoid chance findings and to reduce the effect of too influen-tial ratings. Therefore, we did the random split 10 times, each resulting in a different combination of the three sets. For the following steps, we repeated the work for all 10 splits.

2.3. Model training and prediction

Using the architecture in Section 2.1, we compared three sce-narios: a) training on BVCC, b) training on SOMOS, and c) pre-training on BVCC then training further on SOMOS. Here-after we refer to these as BVCC, SOMOS, and BVCC-SOMOS, respectively. We used the author-provided checkpoint for BVCC [10] and trained the other two using the “clean” subset of SO-MOS. We checked the performance of SOMOS (on its own test set) against the original paper to verify that its training was in or-der. These three resulting models were then tested on the Frisian test sets in Section 2.2 without fine-tuning (zero-shot). The re-sults are shown in Figure 1 and discussed in Section 3.1.

Then we fine-tuned these models with different amounts of data. We divided the 40% training set into four subsets, each containing a different proportion of the total data (10%, 20%, 30%, and 40%), and fine-tuned the models using these subsets. At each interval, we used the checklist for prediction. This was repeated for each of the 10 splits. The results are shown in Figure 2 and discussed in Section 3.2. All training was done with a batch size of 4 on a single NVIDIA V100 32GB GPU, and all fine-tuning was done with batch size 1 on an NVIDIA GTX 1080 (8GB) GPU. The training of SOMOS and BVCC-SOMOS each took roughly 7.5 hours.

The fine-tuning above followed the convention in previous studies, but this is not always viable, especially for TTS in LRLs. This is because although it required fewer rated test samples, these samples still came from the same number of listeners as the whole data set. In other words, researchers would still need to find the same number of listeners, only that each listener would need to rate fewer samples. Although such fine-tuning is obviously still advantageous, another more likely sce-nario for LRLs is that researchers could find a few enthusiastic listeners that would not mind rating many samples, rather than the other way around. Besides, the work by [26] shows that, for LRLs with very small communities, the evaluation of a few community-engaged and respected speakers of the language can be representative of that of the whole community.

With this in mind, we wanted to see how the models would perform when fine-tuned on ratings from only one listener. We picked out 21 listeners that completed rating their assigned set of 44 samples (i.e., 20% of the total number of samples) and had self-rated Frisian proficiency and usage frequency at the highest level. We then fine-tuned using these 21 mini sets and compared with the corresponding all-listener model from above (also fine-tuned with 20% data, 10% for training and 10% for validation). Their performance on the same test set was compared, with re-
sults in Figure 3 and discussion in Section 3.3.

For all scenarios, we analyzed three accuracy metrics, all calculated between ground-truth and predicted ratings: MSE (Mean Squared Error), LCC (Linear Correlation Coefficient, i.e., Pearson’s r), and SRCC (Spearman Rank Correlation Coefficient). Both LCC and SRCC were used as we were interested in both the linear correlation and the monotonic relationship (correlation in ranking order). All metrics were calculated at the utterance level and system level (averaging the predicted ratings per TTS system). Where relevant, all calculations were repeated for the 10 random splits as mentioned in Section 2.2.

3. Results & discussion

3.1. Zero-shot prediction

As seen in Figure 1, similar to the findings of [10] and [17], system-level prediction generally performed better than the utterance-level. This is very likely because the latter is more affected by the varied listener bias. Also, rather similar to [17], here SOMOS had better accuracy than BVCC, confirming that the SOMOS data set’s focus on neural TTS made it more suitable as training data for predicting this type of TTS.

More interestingly, BVCC-SOMOS outperformed BVCC and SOMOS in almost all cases. To test the statistical significance of this result, we used Wilcoxon ranked tests between BVCC-SOMOS and its run-up, with different alternative hypotheses depending on the metric. In the case where BVCC-SOMOS tied with SOMOS in system MSE, we conducted a separate Wilcoxon test to confirm that their medians were not different from each other. For this case, we compared BVCC-SOMOS with BVCC instead. The results in Table 1 confirm that BVCC-SOMOS had the best accuracy among the three.

There are two likely explanations for this result. First, it is possible that the limited TTS training data led to artifacts or patterns that are somewhat characteristic of BVCC (mentioned in Section 1.3). Second, pre-training on BVCC may have provided an advantage due to its varied audio source types.

Additionally, BVCC-SOMOS’ moderate-high LCC at the system level ($M = 0.59$, $\max = 0.82$) hints that it can be used for zero-shot prediction, at least to a certain extent. For example, it can be useful in comparing different TTS systems (different techniques or model variants) being developed before organizing a real listening test. This is particularly valuable for LRLs. The lower SRCC could be explained by the small number (11) of TTS systems, meaning any error in the predicted ranking was heavily penalized. For reference, the data from the Blizzard Challenge 2019 [27] (BC2019, the OOD data in [9]) has 26 systems.

3.2. Fine-tuned prediction

Figure 2 shows that BVCC-SOMOS and BVCC generally outperformed SOMOS, and Wilcoxon ranked tests between the former two showed significant differences in only 3 out of 24 scenarios. Therefore, for simplicity, the rest of the discussion will focus on BVCC-SOMOS, as it performed the best in zero-shot (Section 3.1) and arguably co-best in fine-tuned prediction.

We conducted Wilcoxon ranked tests of the accuracy metrics between each interval of increase in fine-tuning data to find a “sweet spot” for the amount of fine-tuning data against performance. For instance, we compared the accuracy metrics from zero-shot to 10%, and from 10% to 20%. The results showed that all accuracy measures stopped improving after the 30%-step, i.e., adding training data beyond this produced no statistically significant improvement. Different experiment settings would likely result in a different “pivot point”, but this finding can be of value for similar experiments. The only exception was system SRCC, where the intervals led to no improvement. This may be again related to the small amount of TTS systems, but could be investigated in future work.

For validation in another test language (Chinese), we compared BVCC-SOMOS with BVCC using BC2019. We used the test set (40%) and training set (10%) as provided. Table 2 shows that BVCC-SOMOS again mostly outperformed BVCC.

3.3. One-listener prediction

As expected, fine-tuning with ratings from one listener was much more challenging, as shown in Figure 3. The one-listener models did much worse and occasionally resulted in very high outliers in MSE, likely due to the highly varying listener bias. However, system-level LCC and SRCC were interestingly higher than in the all-listener models. This could be because the one-listener data had ratings for all TTS systems from the same listener. This helped the prediction model learn

---

Table 1: Wilcoxon tests for BVCC-SOMOS outperforming others at zero-shot prediction

<table>
<thead>
<tr>
<th>Metric</th>
<th>Level</th>
<th>Alt. hyp.</th>
<th>p-value</th>
<th>Sig. code</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSE</td>
<td>Utterance &lt; SOMOS System &lt; BVCC</td>
<td>&lt; .006 **</td>
<td>***</td>
<td></td>
</tr>
<tr>
<td>LCC</td>
<td>Utterance &gt; SOMOS System &gt; SOMOS</td>
<td>.018 *</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SRCC</td>
<td>Utterance &gt; SOMOS System &gt; BVCC</td>
<td>.065 **</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

---

2Where relevant, we used results from [9], which only ran each test once, so we could not use a statistical test for more robust results.
the relative ranking order of the TTS systems even better than the all-listener model (which had more “noise”). In other words, the predicted ratings were more different from the ground-truth (shown through the high MSEs), but the relative order of the TTS systems was closer to the ground-truth. This shows the viability of using a pilot one-participant listening test in early comparison of multiple TTS systems being developed. This is particularly valuable for TTS in LRLs.

### 3.4. Assumptions & limitations

Most of our experiments were in Frisian, but the validation in Chinese (Table 2) also gave largely similar results. Since Frisian and Chinese are very different, similar results can be expected for other languages. However, the assumption that similar results would be obtained on other languages remains a limitation because of the limited scope and the absence of MOS data in other languages. Further research is required to address this limitation. In addition, we assumed that linearly converting the MUSHRA scores to MOS was appropriate for the analysis.

### 4. Conclusions

Our study compared two large open-access MOS datasets (BVCC and SOMOS) using a prevalent SSL-based MOS prediction architecture, and evaluated their performance in predicting MOS for LRLs. We found that pre-training on BVCC and training further on SOMOS led to the best results, both in zero-shot and fine-tuned prediction. Obtaining and fine-tuning with around 30% of the total MOS data was identified as a useful strategy for pilot listening tests in developing TTS for LRLs, or in more general low-resource settings (the “sweet spot”). Additionally, we found that using ratings from only one listener could be a promising early-stage way to compare different TTS models in development.

Our experiments in Frisian and Chinese suggest that similar results could be achieved in other languages, although this remains an assumption that requires further validation. Moving forward, it will be important to extend these findings to a wider range of data sets and explore new evaluation metrics, such as contextual appropriateness, to continue advancing our understanding of how to best develop TTS for LRLs.

In summary, our study highlights effective strategies for predicting MOS and identifies potential areas for future research in TTS for LRLs. By applying these findings in practice, we can work toward improving the development of TTS systems for speakers of low-resource languages.
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