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Abstract

Deep Learning (DL) models have been popular nowadays to execute different speech-related tasks, including automatic speech recognition (ASR). ASR is being used in different real-time scenarios, it is important that the ASR model remains efficient against minor perturbations to the input. Hence, evaluating efficiency robustness of the ASR model is the need of the hour. We show that popular ASR models like Speech2Text model and Whisper model have dynamic computation based on different inputs, causing dynamic efficiency. In this work, we propose SlothSpeech, a denial-of-service attack against ASR models, which exploits the dynamic behavior of the model. SlothSpeech uses the probability distribution of the output text tokens to generate perturbations to the audio such that the efficiency of the ASR model is decreased. We find that SlothSpeech-generated inputs can increase the latency up to 40X times the latency induced by benign input.

1. Introduction

Deep Learning (DL) models have been popular for executing different tasks like object recognition, machine translation, sentence classification, etc., with high accuracy. With the increasing popularity, DL models are also being used in speech-related tasks like ASR. ASR is a task in which a given audio signal is transcribed to text. ASR has been significantly instrumental in tasks like caption generation of audio or using virtual speech assistants.

Because of their usage in real-time scenarios, ASR models are needed to have high-efficiency robustness. Efficiency robustness evaluates if minor perturbation to the input would significantly decrease the efficiency of a model or not. However, unlike accuracy robustness [1, 2, 3, 4], efficiency robustness has not been evaluated on ASR models. To evaluate efficiency robustness, we first need to investigate if any computation in the model is dynamic w.r.t input in nature, as it will cause dynamic efficiency based on different inputs.

First, we investigated the architectures of popular ASR models in Huggingface and found that there are mainly two types of decoder used in ASR models. We refer to the first type as static decoder, where the decoder generates a static number of word or character tokens and then removes unessential tokens. Popular ASR models like CTC models [5] use the static decoder. The second type is referred as dynamic decoder, where the number of generated tokens is dynamic based on input. Popular ASR models like Speech2Text [6, 7] and Whisper [8] use dynamic decoder-based mechanisms. As the dynamic decoder shows dynamic efficiency, the efficiency robustness of these models is needed to be evaluated. In this work, we focus on the evaluation of the efficiency robustness of these dynamic decoder-based ASR models.

The efficiency robustness of a model ensures that the efficiency of the model is not impacted significantly by adding perturbation to the input. If a model lacks efficiency robustness, this could lead to fatalities. For example, an ASR system is used in an autonomous vehicle to recognize the driver’s instructions. If the model is not efficiency-robust, the model could take a significant amount of time to respond, denying the service and leading to an accident. Hence, the efficiency robustness in a system is needed to be evaluated.

To evaluate the efficiency robustness of ASR models, first, we need to establish to the relation between input and dynamic efficiency. As mentioned earlier, for the dynamic decoder, number of generated tokens is dynamic w.r.t input and the number of generated tokens is dependent on a specific end-of-sentence (EOS) token. If the occurrence of < EOS > is delayed, the number of generated tokens is increased. The occurrence of any token is dependent on output probability distribution of the decoder. Hence, we need to modify the input, which can modify the output probability distribution of the decoder.

Based on the aforementioned relation between input and efficiency, we propose SlothSpeech, a denial-of-service attack on the ASR models. Denial-of-service attack increases the latency or the response time of the model significantly, ultimately denying the model service to the users. SlothSpeech is an iterative white-box attack that uses output probability distribution of different tokens to increase latency.

We evaluate SlothSpeech on three popular models: Speech2Text, Whisper, and Speech2Text2 [6, 7, 8] and three popular datasets: LibriSpeech, OpenSLR and VCTK [9, 10, 11]. We evaluate SlothSpeech on two criteria: effectiveness and quality. Effectiveness measures the effect of SlothSpeech on the latency of the model. While quality measures the distance between adversarial input and benign input. We find that SlothSpeech-generated inputs can increase the latency up to 4000% of the latency induced by benign input.

Our work makes the following contributions:

• **Problem Characterization.** Our work is the first work to characterize the latency surge vulnerability in ASR models.
• **Approach.** We propose a novel loss function to synthesize an iterative white-box attack.
• **Experimentation.** We evaluate SlothSpeech on two criteria with three popular datasets and three popular models.

The rest of the paper is organized as follows: In Section 2, we introduce the background of dynamic-decoder-based ASR model and adversarial attack. In Section 3, we formulate the optimization problem of the denial-of-service attack on...
ASR models and we explain SlothSpeech approach. In Section 4, we discuss the evaluation results.

2. Background

2.1. Automatic Speech Recognition Systems

Given the input speech \( x \), the ASR systems compute the output probability for a sequence of tokens \( \Pr(y|x) \) through the Bayes’ theorem.

\[
\Pr(y|x) = \prod_{u=1}^{t} \Pr(y_u|x, y_1, \ldots, y_{u-1})
\]

(1)

The computation process is shown in Equation 1, where \( y_u \) is the \( u \)th output token. In this paper, our focus is on ASR systems that are based on the dynamic decoder architecture. Such systems comprise two key components - an encoder and a decoder. As illustrated in Figure 1, the encoder neural network is responsible for encoding the input speech into a hidden representation, while the decoder begins with a special token \( \text{SOS} \) responsible for encoding the input speech into a hidden representation.

The decoder process will continue until it reaches another token \( \text{EOS} \). A notable observation is that the ASR system tends to allocate more computational resources to outputs that have longer output sequences, thereby prioritizing the decoding of such sequences. Therefore, longer outputs lead to wastage of computational resources on the part of the victim ASR system.

2.2. Adversarial Attacks against DNNs

Recently, several adversarial attacks [1, 2, 3, 4, 12] have been developed for targeting DNN-based systems. These attacks can create human-imperceptible adversarial perturbations, which, when applied to benign inputs, generate adversarial examples that can easily evade even the most advanced DNNs. Based on the availability of the DNN parameters, the adversarial attacks can be categorized as white-box attacks and black-box attacks. Apart from correctness-based adversarial attacks, researchers have recently proposed denial-of-service attacks [13, 14, 15, 16, 17, 18, 19] for targeting neural networks with dynamic decision routes. The objective of these attacks is to maximize the computational cost of the victim model, thereby decreasing its availability.

3. SlothSpeech

In this section, we discuss the proposed approach SlothSpeech. First, we formulate the problem, then we focus on how we create the objective function, and finally, we explain the iterative optimization approach.

3.1. Problem Formulation

Our objective is to produce audio that is imperceptible to humans and can decrease the efficiency of the victim’s ASR model during inference. By reducing the efficiency of the ASR model, the adversary can deplete its computational resources, such as battery consumption, and make it unavailable, ultimately achieving the goal of denial-of-service. Our objective consists of two main factors: (i) reducing the efficiency of the victim’s ASR model, and (ii) ensuring imperceptibility to humans. We formulate our objective as an optimization problem, as shown in Equation 2,

\[
\Delta = \text{argmin}_{\delta} \text{Efficiency}_y(x + \delta) \quad \text{s.t.} ||\delta|| \leq \epsilon
\]

(2)

where \( x \) is an audio input fed to ASR system \( f(\cdot) \), our aim is to generate an audio perturbation \( \delta \) that minimizes the efficiency of the ASR system while also satisfying imperceptibility constraints.

3.2. Differentiable Proxy of Latency

As the Efficiency \( y \) is not a differentiable term w.r.t input, we need to find a proxy of Efficiency \( y \), which is differentiable. As discussed in the section 2, the Efficiency \( y \) is dependent on the length of the output text. Also, the length of the output text is dependent on the occurrence of end-of-sentence or \( \text{EOS} \) token. Our objective is to delay the occurrence of the \( \text{EOS} \) token. To achieve this, we will first discuss how a token is selected for the output.

Formally, the ASR model’s output is a sequence of probability distributions, \( f(x) = [p_1(x), p_2(x), \ldots, p_n(x)] \) and the output token sequences are \( [l_1(x), l_2(x), \ldots, l_n(x)] \). Here, \( l_i(x) = \text{argmax}(p_i(x)) \). Also, the likelihood of the output tokens and the EOS tokens are represented as \( [p_1(x)^{\text{EOS}}, p_2(x)^{\text{EOS}}, \ldots, p_n(x)^{\text{EOS}}] \) and \( [p_1(x)^{\text{EOS}}, p_2(x)^{\text{EOS}}, \ldots, p_n(x)^{\text{EOS}}] \) respectively.

To delay the occurrence of the EOS tokens, one approach would be to minimize the likelihood of the EOS tokens. But this approach would be resource-consuming because cross-entropy would be used on the large vocabulary. Instead of that, we convert the probability distribution \( p_i \) for the multi-classification task to a binary classification task i.e., is or not EOS token. The new probability distribution is represented as \( q_i = [l_i(x)^{\text{EOS}}, \sum_{j \neq i} l_i(x)^j - l_i(x)^{\text{EOS}}] \), where \( j \neq \text{EOS} \).

Our first objective is to decrease the likelihood of all EOS tokens in the output; hence, Efficiency \( y \) can be replaced by

\[
\mathcal{L}_{\text{EOS}} = \frac{1}{n} \sum_{i=1}^{n} l_i(x + \delta)^{\text{EOS}}
\]

However, considering only EOS tokens during the loss function can reduce the effectiveness of the attack. For the last token of the output sequence, EOS token’s likelihood would be highest, which we need to decrease. Also, if we increase the likelihood of another specific token (token with second highest likelihood), it would decrease the effectiveness of the attack because the specific token’s likelihood would increase, and EOS token’s likelihood would decrease. Hence the proxy of Efficiency \( y \) will be

\[
\mathcal{L} = ||y||_F + \epsilon \cdot \mathcal{L}_{\text{EOS}}
\]

where, \( q_n \) represents the probability of the token with second highest likelihood in the last \( (n^{th}) \) token. If \( P \) is the distance norm, and \( \epsilon \) is a weight value defined by attacker, then the final optimization loss function can be represented by,

\[
\mathcal{L} = ||y||_F + \epsilon \cdot \mathcal{L}_{\text{EOS}}
\]
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Speech2Text Speech2Text2 ... the adversarial examples. We use three popular ASR models: Speech2Text [6], Whisper [8] and Speech2Text2 [5].

SlothSpeech approach can be divided into three parts. (i) Initialize. First, we initialize different variables that would be needed for synthesizing perturbation. (ii) Calculating loss function. Next, we calculate loss function based on equation 3. (iii) Update adversarial input. Based on the optimization of loss function, we update the adversarial input. Below, we explain each step.

Initialize. First, we initialize $\delta$ (Perturbation), $x^*$ (Final Adversarial Input) and $\text{max}_N$ (Maximum Number of Tokens), $\text{iter}$ (Iteration Index) in Line 2-3. These values will be updated iteratively based on the optimization procedure.

Calculating loss function. In this step, we calculate the loss function that will be optimized. Based on equation 3, we have two components to the loss function. First loss component, $L_{EOS}$ is calculated based on the likelihood of different tokens (Line 6-7), whereas the second loss component $L_d$ (Line 8) signifies the distance between adversarial and benign examples (e.g., $L_2$ and $L_{\infty}$). Then both components are added based on the weight $c$ (Line 9).

Update adversarial input. Finally, we update the adversarial input $\hat{x}$ (Line 10), and check if the output length generated by $\hat{x}$ is better than the saved $\text{max}_N$ (Line 11-12). If yes, the final adversarial input $x^*$ and $\text{max}_N$ is updated.

**Algorithm 1 SlothSpeech**

**Input:** Benign input $x$, victim ASR $f(\cdot)$, maximum iteration number $T$, weight val $c$.

**Output:** Latency-based adversarial example $x^*$

1. Initialize $\delta, x^*, \text{max}_N$
2. $\text{iter} \leftarrow 0$
3. while $\text{iter} < T$ do
4. $x \leftarrow x + \delta$
5. $H = f(x)$
6. $\text{L}_{EOS} \leftarrow \text{GetEOSLoss}(H)$
7. $\text{L}_d \leftarrow \text{Distance}(\hat{x}, x)$
8. $\text{L}_{\text{adv}} \leftarrow \text{L}_{EOS} + c \cdot \text{L}_d$
9. $\hat{x} \leftarrow \hat{x} + \frac{\text{L}_{\text{adv}}}{\partial x}$
10. $N \leftarrow \text{GetLength}(\hat{x})$
11. $\text{max}_N, x^* \leftarrow \text{Update}(\text{max}_N, N, \hat{x})$
12. end while
13. $x^* \leftarrow \text{Return}(x^*)$
14. end while

4. Evaluation

We evaluate SlothSpeech based on two criterion: effectiveness and quality.

4.1. Experimental Setup

Datasets and Models. For evaluation, LibriSpeech dataset [9], OpenSLR [10] and VCTK dataset [11] have been used for synthesizing the adversarial examples. We use three popular ASR models: Speech2Text [6], Whisper [8] and Speech2Text2 [5].
All the pre-trained weights are gathered from Huggingface.

**Baseline and Metric**
As this is the first denial-of-service attack on ASR models, we use Gaussian noise as baseline. We examine two metrics to reflect the ASR models’ computational costs in order to measure the effectiveness of SlothSpeech in increasing the victim ASR models’ computational costs. The first is the number of tokens generated by the decoder (hardware-independent metric), and the second is the latency of ASR models (hardware-dependent metric) in handling an input. We first measure the absolute computational costs (Abs.) of the benign model, and then generate adversarial examples. After we compute the computational cost increments (Inc.). For quality evaluation, we use the distance between adversarial and benign input as metric, while for transferability evaluation, we measure percentage increase in latency as metric.

**Implementation Details.** For this work, we use $c$ value as 1 and $T$ value as 100 to generate adversarial inputs. We set $\text{max length}$ of the tokens as 1001, and as distant norm, we use $L_2$ and $L_\infty$ norms. Only for Speech2Text model tested with OpenSLR and VCTK datasets, we use 500 as $\text{max length}$, because extending that limit caused significant load on the GPU.

### 4.2. Effectiveness
As mentioned earlier, we measure the effectiveness of SlothSpeech by measuring computational latency and number of tokens in the output. Table 1 shows our results of the effectiveness of SlothSpeech and the Gaussian noise. We show both the mean absolute values of the metric in the table and the mean percentage increase in the metric due to perturbation. (seed being the original input). Also, we show maximum absolute values for number of tokens and latency achieved by seed input and different technique-generated inputs. It can be noticed that all three models are vulnerable against SlothSpeech and, SlothSpeech-generated inputs perform significantly better than baseline w.r.t increasing computation in ASR models For Speech2Text model, all the adversarial examples induce maximum length of the output token. The results reflect that Speech2Text model is the least efficiency-robust against SlothSpeech. Speech2Text2 model also shows low robustness against SlothSpeech, however the percentage increase in latency for Speech2Text is higher than Speech2Text2. Whisper model has shown higher robustness against SlothSpeech than the other two models. Inputs generated using both distant norms have similar effectiveness, however, for S2T-Libri pair, inputs generated through $L_\infty$ norm have significantly higher effectiveness than $L_2$ norm.

**Summary.** SlothSpeech generated input outperforms the baseline by significantly increasing the latency of the ASR models (up to 4000%).

### 4.3. Quality
We evaluate quality of adversarial examples w.r.t magnitude of the perturbation added to the audio signal due to SlothSpeech and baseline. Figure 2 shows the results. We use bargraph to show the mean of different perturbations added to the input by SlothSpeech and baseline. It can be observed that mean value of $L_2$ perturbation for baseline and SlothSpeech is similar for all case scenarios, however, for $L_\infty$ norm, SlothSpeech perturbation is slightly higher than the baseline. Although except S2T2 model, the mean perturbation of SlothSpeech is always similar to or lower than baseline for both norm. Hence, it can be noted that with similar mean perturbation, SlothSpeech has a significantly higher effectiveness than baseline.

**Summary.** The mean perturbation magnitude added to SlothSpeech generated input is similar to the magnitude of the Gaussian noise.

### 5. Conclusion
In this work, we propose SlothSpeech⁴, a white-box denial-of-service attack that can decrease the efficiency of the ASR models significantly. SlothSpeech uses the likelihood of output tokens to generate adversarial inputs. We evaluate SlothSpeech on three popular datasets and three popular models. We find that SlothSpeech-generated inputs can increase the model latency up to 40 times more than the benign input. However, in this work, we do not focus on improving the efficiency robustness of the ASR models.

⁴https://github.com/0xrutvij/SlothSpeech
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