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Abstract

The North Sámi (NS) language encapsulates four primary dialectal variants that are related but that also have differences in their phonology, morphology, and vocabulary. The unique geopolitical location of NS speakers means that in many cases they are bilingual in Sámi as well as in the dominant state language: Norwegian, Swedish, or Finnish. This enables us to study the NS variants both with respect to the spoken state language and their acoustic characteristics. In this paper, we investigate an extensive set of acoustic features, including MFCCs and prosodic features, as well as state-of-the-art self-supervised representations, namely, XLS-R, WavLM, and HuBERT, for the automatic detection of the four NS variants. In addition, we examine how the majority state language is reflected in the dialects. Our results show that NS dialects are influenced by the state language and that the four dialects are separable, reaching high classification accuracy, especially with the XLS-R model.
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1. Introduction

Dialects are language variants that enfold the language characteristics of a specific region or regional community. Dialects may vary significantly in terms of vocabulary, pronunciation, and grammar, which can pose barriers in the communication between speakers from different regions. Dialect identification (DID) is an important task that has received increasing attention in many areas including automatic speech recognition (ASR), machine translation, and text-to-speech synthesis (TTS). As different dialects may have different patterns of text and speech this in turn affects the performance in these tasks. For example, a machine translation system trained on one dialect may not perform as well on another dialect, leading to errors and misunderstandings. DID is a challenging task as dialectal differences are typically more subtle than differences between languages. This challenge is exacerbated in under-resourced languages by the accessibility to only limited amount of data for the language and more so, for the dialects of interest. Thus, with the increasing accessibility to knowledge, tools, and highly resourced data to build artificial intelligence (AI) systems, it is conversely important to evaluate the portability of these AI systems to under-resourced languages, but also to develop them further.

In this work, we conduct a thorough examination of different acoustic features (prosodic features, MFCCs, filter banks) in NS DID and also perform one of the first studies examining the applicability of self-supervised speech models (XLS-R, WavLM, and HuBERT) on DID, in general, and NS DID, in particular. In addition we examine the impact of the state language on North Sámi by running a language identification (LID) experiment on the data. We evaluate our method on a collection of five different North Sámi datasets and show impact of the state language in the speakers’ productions as well as good classification results using XLS-R. The code for our experiments is publicly available at https://github.com/skakouros/sami_dialects.

1.1. Dialect identification

State-of-the-art DID solutions have been built using various machine learning approaches in different domains of application (see, e.g., [1] for TTS, [2, 3] for ASR) as DID systems can be used to improve their performance. DID can be generally approached based on the text of the dialects [4], based on the speech [5], or with a combination of both [6]. For textual resources, the goal of DID is to determine if a sentence contains dialectal elements (e.g., differences in vocabulary and grammar that are specific to a particular dialect) or if the text belongs to a particular dialect [4, 7]. For DID with speech, the corresponding objective is to determine whether an utterance is spoken in a manner belonging to a specific dialect [5, 8]. In the case of fusion approaches, text and speech are combined to determine the dialect [6]. In this work, we focus solely on detecting the dialect using representations extracted from speech.

DID from speech can be performed using various machine learning methods as well as using different combinations of acoustic features (see, e.g., [9, 8, 5, 10]). In [11] Slavic dialects were compared using Continuous Wavelet Transform (CWT) and mutual perplexity measures based on their $f_0$ and energy envelope signals. In [12], a deep neural network approach commonly used in speech synthesis based on WaveNet modeling [13] was applied to identify relationships between tonal varieties of Swedish and evaluate differences in prosodic features across regions. The results showed that the method can produce a meaningful clustering of the varieties based solely on prosodic information, agreeing with previous analyses of Swedish tonal accents and their regional variation (see, e.g., [14]).

1.2. The North Sámi language and its dialects

The North Sámi language is traditionally spoken in the northernmost parts of Norway, Sweden and Finland (see Figure 1) [15]. With estimated 20,000 – 30,000 speakers, it is the most widely spoken Sámi language. Today, due to modern mobility and urbanization, a considerable number of its speakers live outside the traditional speaking area, especially in urban centres such as the capital areas of the three countries.

According to the traditional dialectological analysis of North Sámi (see [15, 16, 17]), the language can be divided to four main dialect groups: the Western Inland, the Eastern Inland, the Torne, and the Sea, see Figure 1. The differences

$^1$Often, the ‘Inland’ dialects are called the ‘Finnmark’ dialects, ac-
between the traditional regional dialects are most prominent in phonology, and to a lesser degree, morphology and vocabulary. The unique geopolitical position of North Sámi is described in [15, 18]. Currently, most speakers are bilingual in Sámi and in the dominant state language, and the simultaneous influence of Norwegian, Swedish, and Finnish on different parts of the speaking area has led to the emergence of “new” dialect boundaries that coincide with state borders. This has resulted in dialectal variation of more recent origin which can be explained with the influence of the different majority and state languages in the region. This influence has presumably affected many features in the language, including phonetics, syntax, vocabulary and prosody [5, 19, 20].

2. Related work

The areal variation of spoken North Sámi has been explored in a number of papers in the recent years. While the methodologies of these papers vary, all of them have used data-driven approaches. Focusing on the spoken varieties of North Sámi, in [21] and [22] it was found that based on prosodic features \((f_0\) and energy envelope) alone, utterances from five areal varieties were clustered following the majority language influence (Norwegian and Finnish) instead of the traditional dialectal groups. When looking at the intonational characteristics of the spoken areal varieties of North Sámi from the two countries, similarities with the respective majority languages were detected from the North Sámi intonational contours extracted from the speech materials.

Using somewhat different methodology to analyze partly the same spoken materials, [23] used i-vector techniques to classify North Sámi varieties based on acoustic, segmental, and phonotactic features, also focusing on the influence of the predominant majority language. The results supported their hypothesis, as well as the results of [21] and [22], suggesting that the variation in spoken North Sámi varieties is due to the majority language spoken in the given context by bilingual speakers, rather than individual variation. In addition, [5] investigated the influence of purely prosodic features, such as energy, \(f_0\), spectral tilt and duration, on the North Sámi varieties. Using the same dataset as [23], it was found that prosodic information played a crucial role in distinguishing between five areal varieties of North Sámi. Three varieties from Finland and two from Norway were shown to cluster well together, supporting the results of [23] and [21].

The recordings of the data were done at Guovdageaidnu and Karasjok in Norway and Avvil, Anár and Ohcejohka situated in the Western and Eastern Inland dialect areas, marked in Figure 1. In summary, these methodologies provide valuable insights into the influence of majority languages on North Sámi areal varieties, particularly in terms of their prosodic features.

However, in the papers mentioned above, only two dialectal groups were included in the analyses: the Western and Eastern Finnmark groups (WF and EF). In the current paper, we include all four dialect groups (WF, EF, TS and SS) to our analysis. With a speech corpus from altogether 147 speakers our aim is to see how the speakers cluster based on an extensive set of acoustic features and self-supervised representations and 1) the dialect group 2) the majority language.

3. Method

We use several acoustic features and self-supervised representations in a classification task that includes a light-weight classification network. In addition, we examine the majority language influence. In the next we present details of our methodology.

3.1. Feature extraction

We extract the following acoustic features: eGeMAPS (88 features including their functionals) [24], kaldi Mel-frequency cepstral coefficients (MFCCs; 39 coefficients including deltas and deltadeltas) [25], and kaldi filter banks (FBs; 40 bins). In addition, we extract self-supervised representations from three different models: HuBERT [26], WavLM [27], and XLS-R [28] – features from each of the models is of dimensionality 1024. For all self-supervised models, we freeze the pre-trained model and take the representation from the last transformer layer as our feature per frame. Dialect identification is an utterance-level task, therefore, we need to pool our frame-level representations to obtain a single vector per utterance/recording. For all frame-level features, we take the mean and standard deviation of all frames across an utterance. This results in three utterance-level descriptors: (i) mean, (ii) standard deviation (std), and (iii) mean + standard deviation (meanstd; mean and std concatenated to a single vector).
Table 1: **Utterance counts of the North Sámi recordings in their respective varieties based on the majority language.**

<table>
<thead>
<tr>
<th>Dialect</th>
<th>Finnish</th>
<th>Norwegian</th>
<th>Swedish</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( f )</td>
<td>( m )</td>
<td>( f )</td>
<td>( m )</td>
</tr>
<tr>
<td>WF</td>
<td>21</td>
<td>38</td>
<td>4564</td>
<td>4943</td>
</tr>
<tr>
<td>EF</td>
<td>1861</td>
<td>2864</td>
<td>835</td>
<td>3644</td>
</tr>
<tr>
<td>SS</td>
<td>102</td>
<td>212</td>
<td>1398</td>
<td>2201</td>
</tr>
<tr>
<td>TS</td>
<td>363</td>
<td>639</td>
<td>624</td>
<td>1692</td>
</tr>
<tr>
<td>Total</td>
<td>2347</td>
<td>3753</td>
<td>9421</td>
<td>12390</td>
</tr>
</tbody>
</table>

3.2. Classification

For the classification we use a lightweight feed-forward deep neural network (DNN). An overview of the classification setup can be seen in Figure 2. The network consists of a projection layer to 256, and an additional three hidden layers; the overall network layout is the following \( L = [256, 128, 64, 32] \), where \( L \) is the network layer. We train the network for 50 epochs, with learning rate \( lr = 1e – 4 \) using the adam optimizer. We randomly shuffle the training data at each epoch and feed it into the network in batches of 100. We use a cross-entropy loss function to optimize the network and apply dropout regularization with \( p = 0.1 \) only after the first hidden layer. The best performing model based on the validation accuracy is saved and used to evaluate the test set.

3.3. Majority language influence

To investigate how the majority language of the region where the North Sámi dialects are spoken may affect speech, we conduct an experiment on language identification (LID). We take a spoken LID model that is fine-tuned using weights of the pre-trained XLS-R (facebook/wav2vec2-xl xl-r-300m) on the VoxLingua107 corpus [29] and use the interface developed by SpeechBrain [30] for the task. The LID model has been trained on 107 languages including Finnish, Norwegian, and Swedish. Our aim is to examine whether Sámi dialects are influenced by the majority language of the region, and if that is the case, our hypothesis is that, this should be reflected on the performance of the LID classifier.

4. Experiments

In the next subsections we describe our data, pre-processing procedure, splits generation, and experimental setup.

4.1. North Sámi datasets

Our materials for this paper is combined from four different datasets. The largest of these is the **LIA Sápmi North Sámi corpus** from the National Library of Norway. This spontaneous speech corpus was recorded and collected during 1960–1990, consisting of all four dialects and is openly available online through a user interface: https://tekstlab.uio.no/glossa2/saami. For a downloadable version, a special agreement is required between the LIA Sápmi maintainers and the data user(s).

The second dataset was the **The Giellagas Corpus of Spoken Sámi Languages**. The North Sámi part of the corpus consists of spontaneous speech (interviews) from 12 speakers, representing all of the four dialects. More information on the corpus is found at: https://www.oulu.fi/en/giellagas-corpus-spoken-saami-languages.

The third and fourth dataset in our materials consist of read speech instead of spontaneous speech. The third dataset was produced as closed source for a North Sámi Text-to-Speech project with two speakers representing the WF dialect and is not publicly available yet. The fourth dataset was produced by the DigiSami project (https://blogs.helsinki.fi/digisami-project/) and is described in detail in [31, 32, 33]. This dataset contains the two Finmark dialects only (WF – 8 spkrs; EF – 23 spkrs).

We are unable to release a full public copy of the full combined dataset due to the licence restrictions but have included detailed information to enable comparison to similar datasets and tasks. For some of the described datasets, the data can be requested by contacting the data owners/responsible persons.

The four datasets were all uniformly pre-processed and split to utterances and labeled according to the dialect groups of the speakers as well as speakers’ gender and country of origin (i.e. the majority language presumed to have most influence on their North Sámi speech). This resulted to altogether 26140 utterances, the distribution of which is shown in Table 1.

Our material consists of 70% spontaneous speech and 30% read speech which makes it unbalanced. Also, the majority of the materials were from speakers recorded in Norway (76% of the combined materials), 23% in Finland and only 0.8% in Sweden. According to the utterance distribution counts (Table 1), 37% of the materials represented the Western Finnmark dialect (WF), 35% Eastern Finnmark (EF) – making them nearly equally represented in the material. For the two other groups, the Sea Sámi (SS) and the Torne Sámi (TS), the percentages from the material were only 15% and 13%, respectively. In summary, 70% of the material represents one of the two Finnmark dialects and 30% the other two dialect groups, SS and TS. 62% of the materials were recorded from male speakers and 38% from female speakers.

Finally, the locations of the recording sites and/or places of origin of the speakers in our corpus are indicated in Figure 1. Even though the village of Anár is considered to be outside the traditional Sámi speaking area, there is a lively speaking community there and in this paper, it is presumed that the speakers from Anár in our material represent the EF dialect group.

4.2. Experimental setup

To evaluate our data we perform experiments in both speaker-independent (SI) and speaker-dependent (SD) setups. Our aim is...
Table 2: Unweighted accuracy (%) across dialects with speaker-dependent (SD) and speaker-independent (SI) splits. Results are averaged across runs. Values in bold are the highest scores per row per SI/SD.

<table>
<thead>
<tr>
<th>Feature</th>
<th>mean std meanstd SD</th>
<th>SI</th>
<th>SD</th>
<th>SI</th>
</tr>
</thead>
<tbody>
<tr>
<td>eGeMAPS</td>
<td>60.1 32.9 55.8 30.1</td>
<td>63.4 32.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MFCCs</td>
<td>52.9 29.7 86.1 38.3</td>
<td>83.7 37.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FBs</td>
<td>63.4 29.3 58.0 28.5</td>
<td>67.2 32.7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HuBERT</td>
<td>82.5 46.2 65.1 44.5</td>
<td>82.2 47.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>WavLM</td>
<td>72.7 41.0 65.9 42.6</td>
<td>70.6 44.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>XLS-R</td>
<td>95.0 62.8 88.5 56.9</td>
<td>90.1 62.9</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3: Majority language influence based on n-best language identification results. All reported values are percentages.

<table>
<thead>
<tr>
<th>Majority language</th>
<th>1-best</th>
<th>2-best</th>
<th>5-best</th>
</tr>
</thead>
<tbody>
<tr>
<td>Finnish</td>
<td>28.9%</td>
<td>12.9%</td>
<td>7.7%</td>
</tr>
<tr>
<td>Norwegian</td>
<td>10.3%</td>
<td>20.3%</td>
<td>13.4%</td>
</tr>
<tr>
<td>Swedish</td>
<td>13.5%</td>
<td>17.5%</td>
<td>17.0%</td>
</tr>
</tbody>
</table>

is to understand whether the model generalizes to unseen speakers and also to examine how much of the performance can be attributed to speakers’ idiosyncrasies. For each setup (SI/SD), we further generate 3 data splits and average the results. In particular, for SD case we vary the random seed and perform uniform sampling in the entire dataset with a ratio of 80% training and 20% for testing. For SI, in each split we leave 3 speakers from each dialect out (a total of 12 unseen speakers in the test set). In both cases, for validation we split the training set randomly with a 90%-10% train-validation ratio.

We run our experiments on all features and splits and report the average accuracies in Table 2 – note that we did not include standard deviations due to space constraints. As some features inherently contain characteristics of the speakers, we speaker normalized the data only for experiments run for eGeMAPS and FBs. For all other features, the data were fed directly to the network following their extraction. In general, our aim is to remove as far as possible as much of the speaker variation in order to better observe the dialectal differences.

For the majority language experiment we run the classifier on all utterances in our data and report the n-best results. In practice, for each n, we get the top n results from the classifier (in this case, the n top languages that the classifier finds closest to the given utterance; obtained from the sorted posterior) and report those as a percentage over the actual number of majority language instances for the given category.

5. Results and Discussion

An overview of our results can be seen in Tables 2 and 3. For dialect classification we obtain the best result for the XLS-R model and meanstd pooling reaching 62.9% accuracy for SI and 95% for SD. For majority language influence we observe a consistent effect of the country where the NS dialects are spoken.

5.1. Classification performance

We obtain the best classification results for SSL representations (for SI and meanstd, XLS-R 62.9%, and HuBERT 47.9%) whereas traditional acoustic features seem to perform systematically with lower accuracy (for SI and meanstd, MFCCs 37% and FBs 32.7%) – note that the random baseline for the data is 25%. SD splits demonstrate much higher performance than SI splits. This is primarily due to the model learning the idiosyn-

5.2. Majority language influence

The state where the dialects are spoken has an important impact on the NS dialects. For Finnish and Norwegian the LID task identifies the correct language (1-best) in 28.9% and 20.3% of the cases respectively. For Finnish, if we combine the 1-best predictions with those of Estonian, two languages that belong to the same language family and are phonetically very close, the LID performance goes up to 40.4%. If we do the same for 2-best and 5-best results we get 51% and 71.4%. On the other hand, the results that we get for Swedish are not consistent with the area spoken. The LID task identifies the Swedish NS recordings primarily as Norwegian (17.5%) and then as Swedish (17%). Although the difference is small, this might be due to the insufficient data points that we had in our data for Swedish (229 recordings), thus failing to observe more general trends in the data.

6. Conclusions

In this work we presented an extensive analysis of the classification potential of four NS dialects based on speech. The experiments presented are one of the first evaluating several self-supervised models in DID and showing their performance in the task. We also presented an approach for evaluating the majority language influence on the dialects by running a language identification experiment. We show good performance in classifying the dialects using XLS-R and we also provide strong indications of the majority language influence on the dialects. In future work, we will include more NS data in our experiments and fine-tune the XLS-R model with NS data. In addition we plan to use the available textual data in a fusion approach combining embeddings from speech and language models.
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