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Abstract
Self-supervised learning (SSL) has achieved notable success in many speech processing tasks, but the large model size and heavy computational cost hinder the deployment. Knowledge distillation trains a small student model to mimic the behavior of a large teacher model. However, the student architecture usually needs to be manually designed and will remain fixed during training, which requires prior knowledge and can lead to suboptimal performance. Inspired by recent success of task-specific structured pruning, we propose DPHuBERT, a novel task-agnostic compression method for speech SSL based on joint distillation and pruning. Experiments on SUPERB show that DPHuBERT outperforms pure distillation methods in almost all tasks. Moreover, DPHuBERT requires little training time and performs well with limited training data, making it suitable for resource-constrained applications. Our method can also be applied to various speech SSL models. Our code and models will be publicly available.

Index Terms: model compression, knowledge distillation, structured pruning, self-supervised learning

1. Introduction
Self-supervised speech representation learning (speech SSL) has achieved remarkable results in various tasks [1–10]. However, speech SSL models are usually large and slow, making them unsuitable for real-world applications with limited resources. Compressing speech SSL has become an important topic. A popular method is knowledge distillation [11], which trains a small student model to match the outputs of a large teacher model. Prior studies such as DistilHuBERT [12] and FitHuBERT [13] have achieved promising results with different student models. Another work [14] shows that the student architecture affects its performance substantially, even if the model size is similar. However, in distillation methods, the student architecture is pre-specified and remains unchanged, which needs special expertise and might lead to suboptimal results. In contrast, pruning [15, 16] automatically discovers a compact subnetwork from a large model, which has been explored in natural language processing (NLP) [17–20] and speech processing [21–25]. Previous pruning methods for speech SSL focus on specific downstream tasks such as automatic speech recognition (ASR) [24, 25] and spoken language understanding (SLU) [25]. It is unclear how they will perform in task-agnostic compression, which is more challenging because the model needs to capture various aspects of speech including content, speaker, semantics and paralinguistics [6].

In this work, we propose DPHuBERT, a task-agnostic compression method based on joint Distillation and Pruning. It allows the student architecture to be learned during distillation. Experiments on SUPERB [6] show that our method outperforms prior distillation methods in almost all tasks. Our method also performs well for various speech SSL models such as HuBERT Base [2], WavLM Base+ [4] and HuBERT Large [2], even with limited training resources. We will submit our results to the SUPERB leaderboard and release the code and models publicly for reproducibility: https://github.com/pyf98/DPHuBERT.

2. Background and related work
2.1. Architectures of speech SSL
Speech SSL models such as wav2vec 2.0 [1], HuBERT [2] and WavLM [4] share a similar architecture. The model consists of a convolutional feature extractor (CNN) and a Transformer [26] encoder. The CNN has seven temporal convolutions with normalizations and activations. The Transformer encoder contains 12 layers with hidden size 768 for base models and 24 layers with hidden size 1024 for large models. Each layer is composed of a multi-head self-attention (MHA) and a position-wise feed-forward network (FFN).

2.2. Compression methods for speech SSL
Distillation. Distillation methods optimize a small student model to match the targets generated by a large teacher model. Since different layers of speech SSL capture different information [27], the student model needs to learn both final and intermediate representations of the teacher [12–14]. DistilHuBERT [12] trains a shallow student model by mapping the last student layer to multiple intermediate teacher layers. FitHuBERT [13] learns a deep and thin student model through layer-to-layer mapping. Another work [14] compares prediction-layer and layer-to-layer distillation using various student architectures. It shows that the architecture of a student model affects its performance, even when the model size is kept similar. It also finds that deeper networks perform better with layer-to-layer distillation, likely because it explicitly aligns intermediate layers. These observations have inspired our work which allows the student architecture to evolve during distillation.

Pruning. Pruning methods identify and remove redundant parameters from a pre-trained model. Unstructured pruning removes individual parameters (e.g., a connection between neurons) by setting them to zero, which requires sparse matrix computation libraries to achieve actual speedup, whereas structured pruning removes groups of parameters (e.g., an attention head or even an entire layer), which directly reduces the model size and computational cost. For speech SSL, PARP [24] is a magnitude-based unstructured pruning method which prunes the Transformer encoder. It improves downstream tasks like...
low-resource ASR. HJ-Pruning [25] is a structured pruning method that jointly prunes heterogeneous components (i.e., CNN and Transformer) of speech SSL models. It significantly reduces the total computation while retaining good performance in ASR and SLU. These methods deal with specific downstream tasks, but do not investigate the universal speech representations. Our work focuses on task-agnostic structured pruning of speech SSL. As there is no labeled data for normal supervised training, we employ a distillation objective along with pruning.

**Once-for-all training.** Compression methods typically generate a single model with a pre-determined size. LightHubERT [28] deploys once-for-all training [29] to obtain numerous weight-sharing subnets, which shows very strong performance on SUPERB [6]. However, it requires an expensive two-stage training process and an advanced distillation loss inspired by data2vec [30]. According to the authors, compressing HuBERT Base already takes 2k GPUs hours (i.e., 62 hours with 32 V100 GPUs and 19 hours with 8 GPUs for two stages, respectively), which is prohibitive for academic researchers and small businesses. Unlike LightHubERT, our work aims to compress an existing speech SSL model to a specific sparsity ratio within a manageable amount of training time, which is consistent with the standard setup of prior distillation methods [12, 13].

### 3. DPHuBERT

#### 3.1. Training procedure

Figure 1 illustrates our training procedure consisting of two steps. In Step 1, the student model is initialized from the teacher and is jointly distilled and pruned to generate a smaller model with a pre-specified size. In Step 2, the already pruned student model is further distilled to improve performance. In both steps, only unlabeled speech data are utilized and the teacher is frozen.

#### 3.2. Distillation loss

Unlike DistilHubERT [12], we use layer-to-layer distillation since the student initially has the same depth as the teacher (see Section 2.2 for discussions). Suppose the teacher has \( N^{\text{tea}} \) Transformer layers with hidden size \( d^{\text{tea}} \) and the student has \( N^{\text{stu}} \) layers with hidden size \( d^{\text{stu}} \). Let \( X^{\text{tea}}_t \) (shape \( T \times d^{\text{tea}} \)) and \( X^{\text{stu}}_t \) (shape \( T \times d^{\text{stu}} \)) be the output sequences of the \( t \)-th Transformer layers from the teacher and student, respectively, where \( T \) is the sequence length. The distillation loss is:

\[
\mathcal{L}^{\text{dis}} = \sum_{t \in S} \mathcal{L}(X^{\text{stu}}_t, X^{\text{tea}}_t W_t),
\]

where \( S \) is a set of layers to match between the teacher and student models after a linear projection \( W_t \). We use \( S = \{0, 4, 8, 12\} \) for base models and \( \{0, 8, 16, 24\} \) for large models. The 0th layer is the output of CNN, which is also the input to the first Transformer layer. The loss function \( \mathcal{L} \) measures the difference between two feature sequences, which can be \( L_1, L_2 \) or cosine distances [12–14]. We follow [12, 14] to use a combination of \( L_1 \) and cosine distances with equal weights.

#### 3.3. Joint distillation and structured pruning

Structured pruning of the student model is formulated as learning a sparse model through \( L_0 \) regularization [31], which has been explored in NLP [19, 20] and speech [25]. The method will be briefly introduced below. For more comprehensive derivations, please refer to prior research [19, 20, 25, 31]. Consider a frozen teacher model \( f^{\text{tea}}(\cdot) \) and a student model \( f^{\text{stu}}(\cdot; \theta) \) with learnable parameters \( \theta = \{\theta_j\}_{j=1}^n \). Each \( \theta_j \) is a group of prunable parameters (including convolution channels, attention heads, and FFN intermediate units) and there are \( n \) groups in total. We define a binary variable \( z_j \) (called mask) for each \( \theta_j \). The masks \( z \) follow a probability distribution \( q(z; \alpha) \) with parameters \( \alpha \). The regularized distillation objective is:

\[
\min_{\theta, \alpha} \mathbb{E}_{q \sim q} \left[ \frac{1}{D} \sum_{k=1}^{D} \mathcal{L}^{\text{dis}}(f^{\text{tea}}(x_k), f^{\text{stu}}(x_k; \tilde{\theta})) + \lambda ||\theta||_0 \right],
\]

where \( \tilde{\theta} = \{\tilde{\theta}_j\}_{j=1}^n \) and each \( \tilde{\theta}_j = \theta_j z_j \). The unlabeled dataset with \( D \) samples is \( \{x_k\}_{k=1}^D \), \( \lambda > 0 \) is the regularization weight. It is intractable to solve Eq. (2) using gradient descent due to the discrete nature of masks \( z \). To make the loss differentiable, Louizos et al. propose a reparameterization trick which samples \( z \) from the Hard Concrete distribution [31]:

\[
\mathbf{u} \sim \mathcal{U}(0, 1), \quad \mathbf{v}(\alpha) = \text{sigmoid} \left( \log \frac{\mathbf{u}}{1-\mathbf{u}} + \log \alpha \right) / \beta, \quad \mathbf{v}(\alpha) = (r-l) \cdot \mathbf{v}(\alpha) + l, \quad z = \min(1, \max(0, \mathbf{v}(\alpha))),
\]

where \( \mathbf{u} \) follows a uniform distribution in \([0, 1]\), \( \beta \) is a constant, \( l < 0 \) and \( r > 0 \) are two constants to stretch \( v \) to \([l, r]\), and it is further clamped to \([0, 1]\). Only \( \alpha = \{\alpha_j\}_{j=1}^n \) are learnable parameters in this distribution. With this trick, the objective in Eq. (2) is differentiable and the regularization term has a closed-form expression [31]:

\[
\mathbb{E}_{q \sim q} \left[ ||\theta||_0 \right] = \sum_{j=1}^{n} \text{sigmoid} \left( \log \alpha_j - \beta \log \frac{l-r}{r} \right),
\]

which represents the (expected) model size as a differentiable function of current parameters \( \alpha \).
Table 1: Comparison of our method versus previous distillation methods on SUPERB [6]. Our DPHuBERT and DPWavLM are compressed from publicly available HuBERT Base [2] and WavLM Base+ [4] checkpoints, respectively.

<table>
<thead>
<tr>
<th>Method</th>
<th>#Params</th>
<th>KS</th>
<th>IC</th>
<th>PR</th>
<th>ASR w/o LM</th>
<th>ER</th>
<th>QBE</th>
<th>SF</th>
<th>SID</th>
<th>ASV</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Millions</td>
<td>Acc</td>
<td>Acc†</td>
<td>PER↑</td>
<td>WER↓</td>
<td>Acc†</td>
<td>MTWV↑</td>
<td>F1↑</td>
<td>CER↑</td>
<td>Acc†</td>
<td>EER↑</td>
</tr>
<tr>
<td>FBANK</td>
<td>0</td>
<td>41.38</td>
<td>9.65</td>
<td>82.01</td>
<td>23.18</td>
<td>48.24</td>
<td>0.0058</td>
<td>69.64</td>
<td>52.94</td>
<td>20.06</td>
<td>9.56</td>
</tr>
<tr>
<td>wav2vec 2.0 Base [1]</td>
<td>95.04</td>
<td>96.23</td>
<td>92.35</td>
<td>5.74</td>
<td>6.43</td>
<td>63.43</td>
<td>0.2333</td>
<td>88.30</td>
<td>24.77</td>
<td>75.18</td>
<td>6.02</td>
</tr>
<tr>
<td>HuBERT Base [2]</td>
<td>94.68</td>
<td>96.30</td>
<td>98.34</td>
<td>5.41</td>
<td>6.42</td>
<td>64.92</td>
<td>0.0736</td>
<td>88.53</td>
<td>25.20</td>
<td>81.42</td>
<td>5.11</td>
</tr>
<tr>
<td>WavLM Base+ [4]</td>
<td>94.70</td>
<td>97.37</td>
<td>99.00</td>
<td>3.92</td>
<td>5.59</td>
<td>68.65</td>
<td>0.0988</td>
<td>90.58</td>
<td>21.20</td>
<td>89.42</td>
<td>4.07</td>
</tr>
</tbody>
</table>

Compressed models using LibriSpeech 960h

<table>
<thead>
<tr>
<th>Method</th>
<th>#Params</th>
<th>KS</th>
<th>IC</th>
<th>PR</th>
<th>ASR w/o LM</th>
<th>ER</th>
<th>QBE</th>
<th>SF</th>
<th>SID</th>
<th>ASV</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>DPHuBERT [2]</td>
<td>23.49</td>
<td>95.98</td>
<td>94.99</td>
<td>16.27</td>
<td>14.05</td>
<td>63.02</td>
<td>0.0511</td>
<td>84.06</td>
<td>32.46</td>
<td>55.71</td>
<td>8.00</td>
</tr>
<tr>
<td>FitHuBERT [13]</td>
<td>22.49</td>
<td>96.27</td>
<td>91.25</td>
<td>13.32</td>
<td>13.34</td>
<td>63.95</td>
<td>0.0489</td>
<td>82.89</td>
<td>34.65</td>
<td>75.71</td>
<td>6.48</td>
</tr>
<tr>
<td>FitW2V2 [13]</td>
<td>31.63</td>
<td>96.04</td>
<td>93.38</td>
<td>12.22</td>
<td>10.96</td>
<td>63.24</td>
<td>0.0604</td>
<td>86.11</td>
<td>30.93</td>
<td>69.52</td>
<td>6.13</td>
</tr>
<tr>
<td>12-Layer Half [14]</td>
<td>26.87</td>
<td>97.24</td>
<td>96.97</td>
<td>10.67</td>
<td>10.77</td>
<td>63.34</td>
<td>0.0478</td>
<td>86.29</td>
<td>24.76</td>
<td>76.83</td>
<td>5.85</td>
</tr>
<tr>
<td>3-Layer One [14]</td>
<td>30.58</td>
<td>96.54</td>
<td>94.15</td>
<td>13.54</td>
<td>13.34</td>
<td>63.95</td>
<td>0.0489</td>
<td>82.39</td>
<td>34.65</td>
<td>75.67</td>
<td>6.48</td>
</tr>
<tr>
<td>DPHuBERT (ours)</td>
<td>23.59</td>
<td>96.36</td>
<td>97.92</td>
<td>9.67</td>
<td>10.47</td>
<td>63.16</td>
<td>0.0693</td>
<td>86.88</td>
<td>26.26</td>
<td>76.83</td>
<td>5.84</td>
</tr>
<tr>
<td>DPWavLM (ours)</td>
<td>23.59</td>
<td>96.27</td>
<td>98.58</td>
<td>8.22</td>
<td>10.19</td>
<td>65.24</td>
<td>0.0874</td>
<td>87.68</td>
<td>26.11</td>
<td>82.11</td>
<td>5.98</td>
</tr>
</tbody>
</table>

Compressed models using LibriSpeech 100h

Now Eq. (2) can be solved to learn a sparse subnet, but the final sparsity cannot be precisely controlled [19, 20]. To explicitly control the final model size, prior studies [19, 20, 25] rewrite the optimization problem with an equality constraint:

$$\min_{\theta, s} \mathbb{E}_{x \sim q} \left[ \frac{1}{D} \sum_{k=1}^{D} L_{dis}(f^{stu}(x_k), f^{tea}(x_k; \theta)) \right]$$

subject to $s(\alpha) = t$,

where $s(\alpha)$ is the current sparsity (percentage of pruned parameters) of the student model and $t$ is a pre-specified target sparsity. Note that $s(\alpha)$ can be computed based on Eq. (4) because the $L_0$ norm counts the remaining parameters. The optimization objective in Eq. (5) can be further converted to a minimax problem using augmented Lagrangian [19]:

$$\max_{\lambda_1, \lambda_2} \min_{\theta, s(\alpha)} \mathbb{E}_{x \sim q} \left[ \frac{1}{D} \sum_{k=1}^{D} L_{dis}(f^{stu}(x_k), f^{tea}(x_k; \theta)) \right] + \lambda_1 \cdot (s(\alpha) - t) + \lambda_2 \cdot (s(\alpha) - t)^2,$$

where $\lambda_1 , \lambda_2 \in \mathbb{R}$ are Lagrange multipliers. This additional term penalizes the distillation loss and forces the student model to meet our target sparsity. Eq. (6) is our training objective for Step 1 (Figure 1a). For Step 2 (Figure 1b), the objective is simply minimizing the distillation loss in Eq. (1) without any constraint because the student architecture is already fixed.

4. Experiments

4.1. Experimental setup

Toolkits. Our method is implemented with PyTorch [32] and TorchAudio [33]. Pre-trained SSL models are downloaded from fairseq [34] or Hugging Face [35].

Data. The unlabeled LibriSpeech 960h [36] is used by default. In Section 4.2 and Table 1, the clean-100h subset is also used to investigate the effect of training data size.

Model. In the default setup, we compress HuBERT Base [2]. To verify the generalizability, we also compress WavLM Base+ [4] in Section 4.2 and HuBERT Large [2] in Section 4.5.

Training. DPHuBERT is trained on 4 NVIDIA A100 (40GB) GPUs with 640 seconds of audio per mini-batch. In Step 1, the peak learning rates of main parameters $\theta$ and auxiliary parameters $\lambda$, $\lambda$ are 2e-4 and 2e-2, respectively. Warmup and total steps are 15k and 50k, respectively. The target sparsity $t$ is linearly increased to the desired value in 5k steps, which facilitates training [25]. In Step 2, the peak learning rate is 1e-4. Warmup and total steps are 5k and 25k, respectively. In the default setup, the total training time of DPHuBERT is only 6 hours, i.e., 24 GPU hours (due to our usage of 4 GPUs).

Evaluation. The SUPERB [6] benchmark consists of 10 tasks: keyword spotting (KS), intent classification (IC), phoneme recognition (PR), ASR, emotion recognition (ER), query by example (QbE), slot filling (SF), speaker identification (SID), automatic speaker verification (ASV) and speaker diarization (SD). We follow their default configurations in all tasks except that SID uses a learning rate of 5e-3.

4.2. Main results

Table 1 compares various methods on SUPERB [6]. DPHuBERT is compressed from HuBERT Base. With LibriSpeech 960h, DPHuBERT outperforms pure distillation methods (including DistilHuBERT [12], FitHuBERT [13], FitW2V2 [13] and two best-performing models from [14]) in 8 out of 10 tasks. This shows that DPHuBERT better preserves the general speech representations of the teacher model, covering content, speaker and semantics. With only 100h training data, DPHuBERT still performs much better than prior methods in almost all tasks.
**Table 2: Ablation studies on DPHuBERT compressed from HuBERT Base using LibriSpeech 960h.**

<table>
<thead>
<tr>
<th>Method</th>
<th>#Params</th>
<th>KS</th>
<th>IC</th>
<th>PR</th>
<th>ASR w/o LM</th>
<th>ER</th>
<th>QRE</th>
<th>SF</th>
<th>SID</th>
<th>ASV</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>DPHuBERT</td>
<td>Millions</td>
<td>Acc↑</td>
<td>Acc↑</td>
<td>PER↑</td>
<td>WER↑</td>
<td>Acc↑</td>
<td>MTWV↑</td>
<td>F1↑ / CER↑</td>
<td>Acc↑</td>
<td>EER↑</td>
<td>DER↑</td>
</tr>
<tr>
<td>w/o training step 2</td>
<td>23.59</td>
<td>96.36</td>
<td>97.92</td>
<td>9.67</td>
<td>10.47</td>
<td>63.16</td>
<td>0.0693</td>
<td>86.86 / 28.26</td>
<td>76.83</td>
<td>5.84</td>
<td>5.92</td>
</tr>
<tr>
<td>w/ pred-layer distill</td>
<td>23.59</td>
<td>94.87</td>
<td>96.76</td>
<td>10.42</td>
<td>11.55</td>
<td>62.54</td>
<td>0.0624</td>
<td>86.12 / 30.15</td>
<td>71.42</td>
<td>6.36</td>
<td>6.65</td>
</tr>
<tr>
<td>w/ pruning CNN</td>
<td>23.59</td>
<td>96.30</td>
<td>97.60</td>
<td>9.63</td>
<td>11.00</td>
<td>63.16</td>
<td>0.0717</td>
<td>85.77 / 29.06</td>
<td>72.22</td>
<td>6.13</td>
<td>6.10</td>
</tr>
</tbody>
</table>

![Figure 3: DPHuBERT trained with different target sparsities. Models are compressed from HuBERT Base using LibriSpeech 960h.](image)

Surprisingly, DPHuBERT using 100h already outperforms previous distilled models using 960h in IC, PR, QRE and SD, and has similar results in the other tasks. This shows that DPHuBERT learns powerful representations even from limited data.

We have also compressed WavLM Base+ to obtain DP-WavLM. Compared to DPHuBERT, DP-WavLM achieves further improvements in 8 tasks. This is because the unpruned WavLM Base+ is better than the unpruned HuBERT Base. These results demonstrate that our compression method can be applied to different speech SSL models.

Figure 2 shows the architecture of DPHuBERT, which is automatically discovered by structured pruning. For CNN, the first and last layers are pruned the most. For MHA, three higher layers are entirely removed, indicating those layers are more redundant. Our results are consistent with prior studies about pruning [20, 25] or general speech encoders [37–40]. For FFN, the 4th, 8th and 12th layers are preserved more than their neighbors, because those layers are explicitly matched between the teacher and student models as defined by Eq. (1) in Section 3.2.

### 4.3. Ablation studies

Table 2 summarizes the results of the following ablation studies.

**Two-step training.** DPHuBERT has two training steps (Section 3.1 and Figure 1). The pruned model after Step 1 without Step 2 is evaluated in the second row of Table 2. It is worse than DPHuBERT in all tasks, verifying the necessity of Step 2. This is because Step 1 optimizes Eq. (6) where the regularization term competes with the distillation loss to meet the target sparsity, while Step 2 directly optimizes the distillation loss to improve the student’s learned representations.

**Distillation methods.** As discussed in Section 2.2, DPHuBERT uses layer-to-layer distillation instead of prediction-layer distillation in DistilHuBERT [12]. The third row of Table 2 shows that prediction-layer distillation causes severe degradations in all tasks, probably due to the deep student architecture. Directly matching intermediate layers facilitates the training of deep students as found in [14].

**Pruning units.** DPHuBERT prunes both CNN and Transformer because CNN has a high computational cost [25, 41]. The fourth row of Table 2 shows results without pruning CNN (i.e., only pruning attention heads and FFN intermediate sizes).

This model is (slightly) worse than the default setup in 7/10 tasks. This verifies that the CNN also has redundant components which can be pruned, as reported in [25, 41, 42].

### 4.4. Results at various sparsities

We train DPHuBERT with various target sparsities (t in Eqs. (5) (6)) and show results in Figure 3. For IC and SID, our method can significantly reduce the model size while keeping a similar accuracy as the original HuBERT Base. For ASR, the degradation is more severe, probably because the sequence transduction task is more challenging than classification tasks.

### 4.5. Compressing HuBERT Large

Our method can be applied to larger speech SSL models with very limited training cost. In Table 3, HuBERT Large is compressed to have a similar size as HuBERT Base, which only takes about 60 GPU hours. The compressed model outperforms HuBERT Base in several tasks like PR, SF-CER and SID. It is worse than HuBERT Base in KS, QRE and ASV, but the teacher model, HuBERT Large, is also clearly worse than HuBERT Base in those tasks.

### 5. Conclusion

This work proposes DPHuBERT, a task-agnostic compression method based on joint distillation and structured pruning. DPHuBERT outperforms previous distillation methods in most tasks of SUPERB. Comprehensive analyses are presented to investigate its performance with less training data or at various sparsity ratios. In addition to HuBERT Base, our method can be directly applied to other speech SSL models such as WavLM and HuBERT Large while still being efficient and effective. In the future, we will explore more sophisticated distillation objectives (e.g., the masking-based distillation loss used in LightHuBERT [28]) to further improve the performance.
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