Binaural Sound Localization in Noisy Environments Using Frequency-Based Audio Vision Transformer (FAViT)
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Abstract

Binaural sound source localization (BSSL) aims to locate sound as the way humans do, but it falls short due to acoustic interferences. While Convolutional Neural Networks (CNNs) have shown promise in localizing sounds corrupted by noise, their large parameter and training data requirements make them unsuitable for real-time processing on devices like hearing aids and robots. In this paper, we propose an adapted Vision Transformer (ViT) model for BSSL in noisy environments. Inspired by the Duplex Theory, our model uses selective attention mechanisms to the frequency range of binaural features to aid in sound localization. Our model outperformed recent CNNs and standard audio ViT models in localizing speech in unseen noises and speakers, even in challenging conditions with low training data and parameters. The attention heatmap results suggest differences in how humans and machines process binaural cues, opening up for further investigation.

Index Terms: sound source localization, binaural audition

1. Introduction

Sound source localization (SSL) involves accurately determining the direction of a target sound in 3D space using azimuth and elevation angles. While using additional sensors can enhance accurate performance, Convolutional Neural Networks (CNNs) have not always been feasible in devices like humanoids, hearing aids, or EarPods [1, 2]. In such cases, binaural SSL (BSSL) methods, which rely on two sensors, offer advantages over array-based methods and have demonstrated high performance in tasks such as [3, 4, 5, 6]. BSSL is also useful in real-world applications of speech technology, such as source separation [7, 8] and speech enhancement [9], by enabling the distinction of interferences.

However, BSSL accuracy decreases with multiple sound sources or strong reverberation [3, 4], and worsens with unseen noises with a low signal-to-noise ratio (SNR). To address these challenges, deep learning-based models (DLMs) like Multi-Layer Perceptrons (MLPs) [10, 4], Convolutional Neural Networks (CNNs) [5, 6], and Convolutional Recurrent Neural Networks (CRNNs) [11] significantly improve localization accuracy and robustness in interference-prone environments compared to non-DLMs with signal processing techniques. These models are trained on features inspired by the Duplex Theory [12], with many different implementation approaches developed, which suggests that BSSL relies on a combination of interaural time/phase differences (ITD/IPD) and interaural level differences (ILD). For Humans, ITD is known useful for low frequencies, while ILD is more adapted for high frequencies. However, most applications use both ITD and IPD on all frequency ranges, and only a few studies have investigated the effects of using different frequency ranges.

2. Related work

Comparing BSSL models using DLMs across experiments can be challenging due to the various objectives and setups, such as aiming for vertical or full-sphere localization [13]. DLMs are widely used due to their capability to learn from large datasets and perform well on learned data. However, they may struggle with new patterns that are not part of the training data. The initial DLMs utilized in BSSL were MLPs [10], which were often used as alternatives to statistical learning models like Gaussian Mixture Models. Ma et al. [4] may have been the first to train MLPs using extracted binaural features for each frequency band, a technique later employed by [14] with promising results. These findings suggest that selective frequency techniques could be effective, although it is currently unclear how each frequency band influences the final localization outcome.

Later, CNNs emerged as the preferred choice for BSSL due to their higher performance on 2D spectrogram-based features [15, 16]. However, their superior performance with noise and reverberation often requires complex architectures that may not be practical for real-time applications. Yang et al. [5] investigated the performance of IPD using the full frequency range versus only the low-frequency range for full-sphere BSSL. Surprisingly, they found that utilizing the full range of IPD led to better performance in both azimuth and elevation, contradicting the previous belief based on the Duplex Theory.

The Vision Transformer (ViT) [17] was introduced in the field of image processing with the notion that the entirety of an image may not necessarily contain relevant information, but the actual spatial position within an image could still be significant, and long-range dependencies may exist between spatial regions. To achieve this, the full image is divided into sub-blocked patches with position embeddings, forming a sequence. These sequential patches can be processed with attention mechanisms (AM), similar to the language model proposed by [18]. In other words, the AM enables the ViT to identify which part of the image (patch) contains relevant information for decision-making, leading to better performance than CNNs trained on large datasets and parameters. This idea has also been adapted to audio processing with the development of Audio ViT (AViT), which utilizes spectro-temporal regions for decision-making [19]. Although AViT has shown improved performance in audio classification, it has not yet been applied to BSSL.

Although the AM has been incorporated prior AViT into CRNN-based SSL, it is typically used for sound event detection [20] or to attend to a target speaker in multisource scenarios [21]. However, it has not been employed to attend to specific frequency bands for sound localization.

This study does not review several preprint AViT models, including the AViT model for BSSL for high reverberance conditions.
3. Proposed Architecture

This study proposes a novel approach for applying AViT to BSSL, focusing on localizing single speech sources in the frontal horizontal plane of noisy environments. Rather than using all patches from the spectrogram-based binaural feature map, we only utilize vertical patches, each corresponding to a specific frequency band ranging from high to low, as shown in Figure 1B. This approach, which we call FAIVIT, significantly reduces computational loads compared to CNNs and the original ViT while allowing us to investigate how the attention mechanism exploits specific frequency bands of Interaural Phase Difference (IPD) and Interaural Level Difference (ILD), an area that has not been explored previously.

In this section, we introduce our FAIVIT model, which consists of three components: binaural feature extraction, ViT patch encoding, and ViT classifier decoding. We then provide details on our experiments and discuss the outcomes of our approach, comparing them to existing BSSL techniques to demonstrate the effectiveness of our proposed method.

3.1. Front-end: Binaural features extraction

This study aims to localize a single sound source emitting a signal $s(t)$ from a location $(d, \theta, \psi)$ relative to the center of the binaural sensor, as shown in Figure 1A.

The focus is on horizontal angular localization, with the azimuth $\theta$ being the only positional parameter of interest, measured in radians. As the sound source signal propagates and interacts with the head, it generates two binaural signals, $y_l(t)$ and $y_r(t)$, in the left and right microphones which can be used to determine the source location. The relationship between the time-frequency domain of binaural signals $Y$ and the source position $\theta$ in this study is given by

$$
\begin{align*}
Y_l(k, n) &= H_l(\theta_s, k)S(k, n) + N_l(k, n) \\
Y_r(k, n) &= H_r(\theta_s, k)S(k, n) + N_r(k, n)
\end{align*}
$$

(1)

where the left $Y_l(k, n)$ and right $Y_r(k, n)$ spectrograms are obtained through STFT with frequency index $k$ and time index $n$ in frames. They are generated from the source signal $S(k, n)$ combined with the Head-Related Transfer Functions (HRTFs) for a source at azimuth angle $\theta_s$, represented by $H_l(\theta_s, k)$ and $H_r(\theta_s, k)$, respectively, which highlight the effect of the head on the signals. Additionally, noise is present in the binaural signals, represented by $N_l(k, n)$ and $N_r(k, n)$ in the frequency domain. Then, the ILD and IPD that will be used as inputs to the model in the next subsection are defined by

$$
\begin{align*}
\text{ILD}(k, n) &= 20 \log \frac{|Y_l(k, n)|}{|Y_r(k, n)|}, \\
\text{IPD}(k, n) &= \angle \frac{Y_l(k, n)}{Y_r(k, n)}.
\end{align*}
$$

(2)

3.2. Vision Transformer Patch Encoder

Our proposed model is based on the Vision Transformer (ViT) by [17], but with a modification in the way sequences of patches are embedded. Instead of embedding entire squared ILD and IPD maps, we embed patches along the frequency bins (vertically, top-down) as shown in Figure 1B. This approach enables us to observe how the attention mechanism behaves for different frequency bins and compare it to the Duplex theory. Moreover, this modification significantly reduces the number of parameters, which may facilitate real-time tracking of the source’s moving position. The model’s input is a two-dimensional tensor $X$ that stacks the binaural cues ILD$(k, n)$ and IPD$(k, n)$ defined in Equation (2), with

$$
X(k, n, 2) = (\text{IPD}(k, n), \text{ILD}(k, n)),
$$

(3)

where frequency $k$ and time-frame $n$ is resolution of binaural feature size with 2 channels input. Then, this tensor $X$ is divided into multiple patches $X_p$ defined as

$$
X_p(M, (p, p, 2)) = X(k, n, 2)
$$

(4)

where $(p \times p)$ is the resolution of each patch, and $M$ is the total number of patches calculated from $M = k/n$.

Therefore, to capture positional information and differentiate between high and low-frequency bins, position embeddings (also known as patch encoders) are utilized. The tensor $Z$ represents the position embeddings and is composed of two parts: $E$ and $E_{pos}$. $E$ is created by flattening each patch of $X$ and concatenating its channels into a single vector, followed by a Feed-Forward dense layer with a linear activation function. This results in a dimensional vector of shape $(D, d)$, which is a learnable linear projection. On the other hand, $E_{pos}$ is a learnable position encoding represented as a vector of shape $(M + 1, 1)$. Together, these parts are used to feed the transformer decoder and enable sound localization.

3.3. Transformer Decoder Classifier

The Transformer decoder architecture is composed of several identical blocks stacked together. Each block comprises a self-
attention mechanism, implemented using a Multi-Head Self-Attention (MSA) layer, followed by a feed-forward Multilayer Perceptron (MLP). Layer normalization is applied before and residual connections after each block. Based on [18], the primary component of the MSA layer is composed of multiple Scaled Dot-Product Attention mechanisms. Within each of these mechanisms, the attention matrix $A(Q, E, V)$ is computed by

$$Q, E, V = ZW_q, ZW_e, ZW_v$$

$$G = \text{Softmax} \left( \frac{Q^T E}{\sqrt{dim_E}} \right) V$$

where the input vector $Z$ undergoes a transformation process where it is passed through three separate weight matrices $W_q$, $W_e$, and $W_v$ to create queries ($Q$), keys ($E$), and values ($V$). The resulting $Q$ and $E$ are then multiplied and divided by the square root of the key dimension ($\text{dim}_E$), and the resulting matrix is processed by a Softmax function. The $V$ are then multiplied to produce the attention head ($G$).

This process is repeated for all attention heads, and the resulting matrices are concatenated and passed through an MLP layer. The output of the MLP layer is the output vector $C$ ($\theta$), which is used as the new $Z$ input for the next recursive cycle of the transformer decoder blocks. Finally, the classifier MLP Head applies a Softmax function with Cross-Entropy Loss function to the final vector $C$ to produce the class probabilities $LP(\theta)$ for each localization azimuth.

$$C(M, (1, D)) = \text{concat}(G_1, ..., G_i)$$

$$LP(\theta) = \text{Softmax}(C)$$

3.4. ViT Implementation details

IPD and ILD were extracted from binaural signals using a STFT with a Hamming window and an overlap of $50\, ms$, with $n = 640$ samples and $f = 320$ frequency bins, and a sampling frequency of $f_s = 16\, kHz$. For FAViT, we selected only 16 time-frames instead of the entire spectrogram, resulting in input features of size $(16 \times 320 \times 2)$, which were then converted into 20 patches. In contrast, the standard full AViT (referred to as 3-AViT in the results section) contained full frames.

The model architecture consists of eight Transformer decoder blocks, each containing four MSA layers and two MLP layers, with a dropout rate of 0.1. The MLP layers within each Transformer block have 4 heads and an internal projected dimension of 20 hidden units ($D$), followed by layer normalization. The Gaussian Error Linear Unit (GeLU) activation function is applied to all MLP layers in the Transformer block and the classification block. The MLP layers have a learning rate of 0.001 with weight decays of 0.0001 and a batch size of 32, respectively, each with a dropout rate of 0.5. The final layer performs classification of 37 azimuths. The repository can be found at https://www.github.com/Senzt/FAViT.

4. Experiments

4.1. Dataset and experimental setup

4.1.1. Benchmark

This study involved an experiment to compare the performance of two previously proposed approaches, general CNNs (1-CNNs) [6] and double CNNs (2-CNNs) [5], with a proposed model (4-FAViT) and full audio ViT (3-AViT) in localizing a simulated single sound source in the horizontal plane under both seen and unseen noisy environments. All models were trained and tested on the same binaural signals dataset generated based on Equation (1) with a sampling rate of $16\, kHz$.

4.1.2. Material

A pair of Head-Related Transfer Functions (HRTFs) $H_1(\theta, k)$ and $H_2(\theta, k)$ were selected from the MIT KEMAR database [22]. These HRTFs were chosen for azimuths $\theta = \theta_k$ covering a range from 0 to 180° with a 5° step, which provided a total of $N_\theta = 37$ angular positions. To create the training data, 30 audio signals were randomly selected from the TIMIT database [23], with an equal number of male and female speakers. To simulate the source position $\theta_k$, each audio signal was spatialized to all 37 azimuths using the corresponding left and right Head-Related Transfer Functions (HRTFs) by performing frequency-domain multiplication. This process generated two binaural signals: $y_1(t)$ and $y_2(t)$. Next, noise was added independently to the left and right channels for each angular position.

To evaluate the performance of the model, 10 distinct unseen speaker TIMIT signals were each selected and divided into 10 groups, with an equal number of male and female speakers. These signals were preprocessed in the same manner as the training data. However, different Signal-to-Noise Ratio (SNR) levels in dB were used for the testing set: [-5,5,15,25], while SNRs of [0,10,20] were used for the training set. The varied SNRs were chosen to evaluate the model’s robustness to noise and its ability to generalize to new, unseen SNRs.

Two categories of additive noises, $N_i(k,n)$ and $N_e(k,n)$, were used in the experiments: (i) spatially uncorrelated and almost stationary binaural noises from the Noisex92 database [24] and (ii) non-stationary noises taken from [25] and simulated as diffuse noises. The Noisex92 database includes white, pink, F16, and babbling binaural noises, while the second database provides non-stationary monaural ambient noises from a cafe, a car, a kitchen, or a street. These non-stationary noises are transformed into diffuse binaural noises by simulating 72 identical sources located around the head, and their contributions are summed to obtain the left and right simulated noise signals.

4.1.3. Methodology

Two main experiments were conducted. In the first experiment, the performance of all models was evaluated in both seen and unseen noise conditions with respect to signal-to-noise ratio (SNR) generalization. The training data only had type (i) noises, while the testing data contained both noise (i) and (ii) to assess the difference between seen and unseen noise performance. Special SNRs of [-7,-3,-1] were used to evaluate the model’s performance when learning from corrupted binaural signals. The second experiment aimed to assess the model’s performance when the training data was reduced from 100% to 75%, 50%, 25%, and 10%, respectively. For both experiments, the number of candidate azimuths for localization was 37 directions, ranging from 0 to 180° with a 5° step. The speakers used for training and testing in these experiments are distinct. The models’ performance was evaluated based on localization accuracy (in %) and root mean squared error (RMSE in degrees).
Table 1: The table presents the localization accuracy, tested at full SNR [-5, 5, 15, 25], as a percentage and root mean squared error in degrees for all models. Despite having significantly fewer parameters than the other three models, FAViT achieves the best performance.

<table>
<thead>
<tr>
<th>Model</th>
<th>Parameters</th>
<th>Training with low SNR</th>
<th>Training with full SNR</th>
<th>Unseen Noises</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>100% Training</td>
<td>100% Training</td>
<td>75% Training</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Acc.       RMSE</td>
<td>Acc.       RMSE</td>
<td>Acc.       RMSE</td>
</tr>
<tr>
<td>1-CNNs</td>
<td>2.7 M</td>
<td>74.8 5.3  47.9 4.7</td>
<td>87.8 3.4  83.7 3.1</td>
<td>86.2 2.6  72.8 4.6</td>
</tr>
<tr>
<td>2-CNNs</td>
<td>210.8 M</td>
<td>80.6 4.1  77.3 4.5</td>
<td>87.1 2.5  84.0 3.5</td>
<td>81.5 3.9  61.2 5.6</td>
</tr>
<tr>
<td>3-AViT</td>
<td>28.5 M</td>
<td>90.2 2.6  87.5 2.7</td>
<td>88.5 2.9  86.4 3.3</td>
<td>83.5 3.8  79.9 4.2</td>
</tr>
<tr>
<td>4-FAViT</td>
<td>0.6 M</td>
<td>91.8 2.3  89.2 2.4</td>
<td>88.3 3.0  87.9 3.2</td>
<td>86.4 3.4  84.2 3.9</td>
</tr>
</tbody>
</table>

5. Results and Discussion

5.1. Signal-to-noise ratio (SNR) generalization

To enable BSSL CNN models to perform in unseen SNRs, it is typically necessary to train them with diverse SNR data so that they can generalize well. However, Table 1 shows that training FAViT with a low SNRs group can achieve high performance of 89.2%, compared to 88.3% when training with the full range of SNRs. This suggests that the ViT model has high performance in SNR generalization and can localize clean speech by learning from noise, corrupted patterns of binaural cues.

5.2. Noise and speaker generalization

As shown in Table 1, both ViT models outperform CNN models in the unseen, non-stationary noise situations proposed by this study. Although the average accuracy is still under 90%, it shows potential for future improvement. Further investigation of this model could be conducted with high reverberation. In addition, given that all testing data are generated from unseen speakers, FAViT proves proficient in speaker generalization tasks amidst both seen and unseen noises.

5.3. The number of training data

Table 1 shows that 4-FAViT’s average localization performance only slightly decreases when the amount of training data is reduced from 100% to 10%. Compared to 3-AViT, it has relatively similar performance, but the number of parameters is reduced by about 40 times. In contrast, the 1- and 2-CNN models have significantly lower performance under the same conditions. This could be because specific neural network settings require a significant amount of training data. Typically, models with more parameters require larger amounts of training data. Interestingly, this suggests that the optimal amount of training data for ViT models may depend on the specific task they perform. The proposed ViT model’s low data requirement makes it compatible with robot audition, where training data availability is often limited. Furthermore, its suitability for embedding in real-time processing devices, coupled with its low computational complexity, results in lower response delays. This feature could enable it to track moving sound sources and detect sound events more effectively. However, further improvements to the model with low training data requirements could be explored.

5.4. Interpretation of the attention map

We would expect the attention maps to follow the duplex theory, which suggests that IPD is more important for low frequencies, while ILD is more important for high frequencies. However, as shown in Figure 2, there are different patterns that can be interpreted as follows. The way the human auditory system processes ILD and ITD is still being determined. In other words, we do not actually know how to compute brain-like features of both binaural cues corresponding to each frequency. So, the IPD and ILD representations of this Transformer and the brain are different. So, this Transformer, in fact, might learn from what computed features they received. Another explanation could be that speech is more complex than pure tone. The duplex theory experiments did not investigate speech. So, people have yet to learn what fully attended speech frequencies should look like. Some experiments could support this argument, such as researchers finding the IPD/ITD sensitivity of speech across all frequencies [26] on both hearing and impaired listeners. Our current interpretation is that this ViT is more like they learn from the visual representation of the IPD map. As can be seen from Figure 2, at 0 azimuth, they should have no or very low phase difference. So, as a result, the Transformer does not attend to any specific frequencies compared to higher IPD in different azimuths.

6. Conclusion

Despite not following the selective attention pattern predicted by the Duplex Theory, the proposed FAViT has shown a significant improvement in BSSL when dealing with unseen and noisy environments. Furthermore, the model boasts a much lower number of parameters compared to other deep learning models, especially CNNs and the original ViT, making it a valuable tool for real-time processing devices. It would be worthwhile to further explore the potential of this model for multiple SSL and separation, as well as for moving sources.
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