Affective attributes of French caregivers’ professional speech
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Abstract

In this paper, we detail our approach to studying the vocal characteristics of caregivers in French retirement homes. To achieve this goal, we conducted recordings of 20 professional caregivers across two retirement homes. Using headset microphones connected to smartphones, we were able to capture the caregivers’ speech while allowing them complete freedom of movement without compromising sound quality. The recordings consisted of three tasks: reading text, informal interviews, and professional role-play scenarios with a fictitious patient. We processed the recordings using an automatic speech recognition system, which provided word or phone sequences and their corresponding timestamps. Our analysis focused on identifying differences in emotional tone, lexical content, speech rate, fundamental frequency, and intensity between spontaneous speech conditions. Ultimately, our aim is to develop automated training tools that capture the unique vocal characteristics of professional caregivers.

Index Terms: Affective speech, caregivers voice, speaking styles, spontaneous speech

1. Introduction

Social interaction among humans involves the exchange of social information through various modalities, such as voice, eye contact, gestures, and facial expressions [1, 2]. The prosodic features of affective expressiveness are a crucial modality that conveys a speaker’s various affective meanings [3, 4].

Verbal communication is crucial for interactions with dependent elderly individuals, but in hospital settings, caregivers are often occupied with their work, resulting in brief interactions with patients. A report indicated that verbal communication lasted only two minutes per day for a bedridden dementia patient in a long-term care facility [5]. Caregivers may feel disheartened by patients who are uncommunicative and provide irrelevant responses.

Studies have demonstrated that intentional positive expressiveness displayed by professional caregivers can have a significant impact on elderly dementia patients [6]. For example, [7] investigated the effect of vocally expressed emotions and moods by professional caregivers on individuals with severe dementia. The results indicated that caregiver singing had a positive effect on patients, enhancing their positive emotions and reducing their aggressive behavior.

The “Humanitude” method is designed to promote positive interactions through the development of effective communication skills, which are based on face-to-face interactions, verbal communication, and touch interaction. Numerous studies have demonstrated that this method results in a significant reduction (88.5%) in patients’ aggressive behavior and a decreased need for neuroleptic medication [8, 9, 10].

Regarding vocal communication skills, the “Humanitude” method relies on phonetic and lexicological elements, as well as a technique called auto-feedback, where caregivers continue speaking without interruption, even when care recipients provide inadequate responses. Therefore, two categories of parameters need to be studied: prosodic parameters (intensity, rate, melody) that should align with the recommended soft, calm, and melodious voice, and lexical elements that aim to convey positive emotions.

The present study aims to investigate the similarities and differences between three types of speech styles, namely 1) text reading, 2) spontaneous talk, and 3) professional talk. In this paper, we aim to identify the emotional content of the discourse using both acoustic and lexical cues.

This paper briefly summarizes in Section 2 the recording protocol of the “tender care” corpus produced by French professional caregivers with the description of the specific equipment used to allow freedom of movement, the tasks carried out and the recording settings. Then, Section 3 describes how we preprocessed the files to obtain the phonetic transcription which is then used to extract acoustic features on Inter-Pausal Units. The analysis of the features is carried out in Section 4 and we discuss the results in section 5.

2. Recording protocol

2.1. Equipment

To ensure complete mobility of the recorded subjects, we designed a fully autonomous recording setup. We outfitted our subjects with a high-quality directional microphone, the DPA 4288 CORE headset, which was connected to an iRIG PRO preamplifier that, in turn, was connected to a Samsung Galaxy A51 smartphone. Both the preamplifier and the smartphone were placed in a waist bag, which provided complete freedom of movement, while the headset microphone ensured high-quality recording.

2.2. Tasks

2.2.1. Text Reading

The first task involves reading a text, specifically The North Wind and the Sun. This particular text has been used for over a century by the International Phonetic Association to illustrate a variety of dialects and languages from around the world. For our French-speaking participants, the text is presented in its French version, La bise et le soleil. The purpose of this task is to record a controlled voice sample in a highly structured context. Typically, the text reading takes less than a minute.
2.2.2. Informal interview

The interview task involves a questionnaire comprising open-ended questions that focus on the caregiver’s work and their daily routine. The purpose of this task is to encourage the caregiver to talk about themselves as much as possible. To avoid making the interviewer feel embarrassed, impersonal questions about work were selected. This exercise also helps to build the caregiver’s confidence.

2.2.3. Professional care task

The aim of the experiment was to record the speech of caregivers while performing a care task on a fictitious unresponsive patient. The care task chosen was dressing up, which involved buttoning a shirt and techniques for waking up the body. Following the dressing, the caregiver uprighted the fictitious patient and helped them walk. To evaluate the technique of auto-feedback, the fictitious patient remained completely mute and allowed the caregiver to provide care. The context was designed to be familiar to the caregiver, with a bed similar to those used for regular patients and partitions creating intimacy with the fictitious patient.

2.3. Collected data

The audio recordings were acquired in two retirement homes for dependent elderly people located in southwestern France: Les Balcons du Lot in Prayssac and Les résidences du Quercy Blanc in Castelnau-Montratier. Three recording sessions were conducted: two at the Prayssac establishment on September 24, 2021, and March 25, 2022, and one at Castelnau-Montratier on November 24, 2021.

A total of 26 participants were recorded during the three sessions, of which 21 were female and 4 were male. For the analysis, we excluded the 4 male participants and 1 recording of a female participant due to poor recording quality. The total duration of the 20 remaining participants’ recordings is 2 hours and 30 minutes. The duration of each task and the mean duration per speaker per task are given in Table 1.

<table>
<thead>
<tr>
<th>Task</th>
<th>mean dur.</th>
<th>total dur.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Text reading</td>
<td>45.0 s</td>
<td>15 m. 03 s</td>
</tr>
<tr>
<td>Interview</td>
<td>134.8 s</td>
<td>44 m. 56 s</td>
</tr>
<tr>
<td>Professional care</td>
<td>188.9 s</td>
<td>62 m. 58 s</td>
</tr>
</tbody>
</table>

Table 1: Mean duration per speaker per task and total recorded duration per task. All 20 recorded subjects participated in each task.

3. Features

3.1. Automatic orthographic and phonetic transcription

To obtain orthographic and phonetic transcriptions, an automatic system was used based on the Kaldi framework [11], which was trained using the ESTER database [12]. The system used a Time Delay Neural Network (TDNN) coupled with a hidden Markov model. The TDNN had 7 layers, with 1024 units in each layer. The input for the acoustic model was a 40-dimensional high-resolution MFCC vector concatenated with a 100-dimensional I-vector [13].

3.2. Parameters extraction

Automatic segmentation in Inter-Pausal Units (IPUs) was carried out using the output of the automatic transcription system with a threshold of 250 ms. Each IPU was further divided into smaller segments between pauses. Using the snack routines [14], fundamental frequency (F0) and intensity were extracted at 10 ms intervals. The mean and standard deviation of the F0 and intensity values were calculated for each IPU. To facilitate analysis, the fundamental frequency was converted to semitones (ST) relative to a reference value (50 Hz).

The speech rate was determined for each IPU by analyzing the phonetic transcription system and calculating the number of phones per second.

3.3. Arousal and valence detection

Dimensional emotion recognition was carried out using the SpeechDimEemo software 1. This software allowed us to retrieve continuous values of valence and arousal using models based on the Recola dataset [15]. The Recola corpus is widely recognized as a benchmark for evaluating the performance of emotion recognition systems. It comprises recordings of natural interactions among French-speaking individuals in laboratory settings.

While arousal refers to the level of physiological activation or intensity of an emotion, ranging from low arousal (e.g., feeling calm or relaxed) to high arousal (e.g., feeling excited or anxious), valence, on the other hand, refers to the positive or negative quality of an emotion, ranging from negative valence (e.g., feeling sad or angry) to positive valence (e.g., feeling happy or content).

In this study, we used the setting with 80-dimension log Mel filterbank (MFB) features and a 1-layer GRU model with a hidden layer of dimension 32 as in [16].

As we do not expect strong emotional content in our data, we are looking forward to find low arousal values for all tasks in this study. Valence is however expected to be higher for the professional care task in which our speakers are supposed to express positivity.

3.4. Lexical content analysis

The lexical content analysis was performed using the EMOTAIX-Tropes text analysis software [17]. More precisely, EMOTAIX is a scenario exploitable with the Tropes software that allows for the quantification of emotional lexicons present in textual corpora. It is organized into 56 hierarchical semantic categories. At the highest level, 5 major categories are proposed: emotions are classified according to their valence into two categories: positive or negative. In addition to these two super-levels, there are levels of surprise, impassivity, and unspecified emotions. Negative and positive emotions are then broken down into 3 lower and increasingly specific levels. The EMOTAIX-Tropes software has been recently used to analyse self-defining autobiographic memories of French speakers in [18] and emotional qualifications of tweets during the covid-19 confinement in [19].

In order to perform the lexical content analysis, we aggregated all texts resulting from the automatic speech recognition system for each speaking style (interview and professional care) before analysis. This aggregation leads to a total number of 5640 words for the interview condition and 5309 words for the professional care condition.

1https://github.com/SinaAlisamir/SpeechDimEemo
As for the dimensional emotional values, we are expecting to find more positive words in the discourse transcribed for the professional care task than for other conditions.

4. Results

4.1. Acoustic parameters

To explore the global correlation between the acoustic features of F0 (mean, standard deviation converted to semitones), intensity (mean, standard deviation), speech rate (phone rate, number of IPU’s) and duration measurements (mean phone duration and duration of IPU’s), a Principal Component Analysis (PCA) was carried out (Figure 1) using FactoMineR and factoextra packages in R [20]. Before computing the PCA, all acoustic values were converted into z-scores setting average value of reading dataset as reference value for each parameter. In addition, linear mixed models (LMM) were also used to analyze arousal, valence and acoustic features using the lme4 package in R. A model is conducted for each parameter. We included speech style as a fixed effect for all models and intercepts were included for subject and item.

4.2. Arousal and valence detection

Figure 3 presents the arousal values as a function of the three speaking styles (from left to right : reading, interview, professional care). The results show that the arousal values are lower for reading tasks \( \beta = -0.019; t = -2.859; SE = 0.006 \) than for professional voice. No significant difference was observed between interview and professional care, as far as arousal values are concerned. A low arousal value is indeed expected for the reading task. The slightly higher arousal values observed for the two other tasks may be linked to a higher activation required by spontaneous speech.

Concerning intensity, this analysis did not show an important contribution to the three speaking styles.

Figure 4 shows the valence values as a function of the three speech styles. The results show that the valence values are lower for the reading tasks \( \beta = -0.057; t = -3.666; SE = 0.016 \) than for professional voice. Valence values reflect our expectations as caregivers should carry positive emotions when caring. The text reading task and the spontaneous speech interview both lead to lower valence values characterising a more neutral voice.
4.3. Lexical analysis

The table 2 shows the results of an analysis of emotional words found by the EMOTAIX software for two different speaking styles: interview and professional care. The software identified a total of 117 emotional words in the interview style and 227 emotional words in the professional care style.

The table also shows the distribution of emotions for each speaking style. For the interview style, 14% of the emotional words were unspecified, 34% were negative, and 52% were positive. For the professional care style, 19% of the emotional words were unspecified, 16% were negative, and 61% were positive.

Words with unspecified emotion are polysemic words for which the emotional meaning is not clear, i.e. words that carry not only a literal meaning and a figurative meaning, but also several literal meanings. A contextual analysis is thus needed to correctly classify those words. As our objective here is to provide an automatic analysis of the discourse, we have decided to not consider words with unspecified emotions.

<table>
<thead>
<tr>
<th>Emotional words</th>
<th>Interview (n=117)</th>
<th>Professional care (n=227)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unspecified emotions</td>
<td>14%</td>
<td>19%</td>
</tr>
<tr>
<td>Negative emotions</td>
<td>34%</td>
<td>16%</td>
</tr>
<tr>
<td>Positive emotions</td>
<td>52%</td>
<td>61%</td>
</tr>
</tbody>
</table>

This analysis suggests that emotional words can be found in both speaking styles. More emotional words are used in professional care (4.3% of total words) than in the interview task (2%). The results also indicate that the professional care style uses a slightly higher proportion of word conveying positive emotions and a lower proportion of words conveying negative emotions compared to the interview style.

5. Conclusion

To summarize, our analysis focused on the speaking styles of caregivers in three different conditions: reading tasks, interviews, and professional care. The results of our acoustic analysis indicate that, during professional care, caregivers tend to use longer sentences, slower speech rates, and higher pitches with more melodic variations compared to other speaking styles. However, intensity did not show any important contribution in the three speaking styles.

Our analysis of emotional dimensions aligns with our expectations, with no particular differences in arousal and a more positive valence observed in the professional care condition. These findings are further supported by our lexical analysis, which indicates a higher frequency of positive words used during professional care compared to interviews.

These results are consistent with the use of soft, calm, and melodious voices, as well as the use of positive language aimed at conveying positive emotions during the application of the “humanitude” technique in professional care.
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