Improving the response timing estimation for spoken dialogue systems by reducing the effect of speech recognition delay
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Abstract

In conversational systems, the proper timing of the system’s response is critical to maintaining a comfortable conversation. To achieve appropriate timing estimation, it is important to know what the users have said, including their most recent words, but ASR delay usually prevents the use of full user utterance. In this paper, we attempted to employ an extremely low latency ASR model called Multi-Look-Ahead ASR by Zhao et al. to enable near full utterance for response timing estimation. Additionally, we examined the effectiveness of using low latency ASR in combination with a parameter called Estimates of Syntactic Completeness (ESC), which indicates how soon the user’s speech is completed. We evaluated on a Japanese simulated dialog database of a restaurant information center. The results confirmed that reducing ASR delay improves the accuracy of response timing estimation. This effect also appeared when the method using ESC is combined with the use of low latency ASR.

Index Terms: spoken dialog systems, turn-taking, response timing, streaming ASR

1. Introduction

By introducing an extremely low-latency ASR and combining it with the prediction of speech completion, we attempt to improve the accuracy of the response timing estimation where quick responses are required in conversation.

In conversational systems, it is important to determine the appropriate timing of the system’s response. In particular, if the timing is slower than expected, it may not only stall the conversation or lead to collisions of utterances, but may even convey an unwilling, hesitant, backward message. As already pointed out in much of the literature [1, 2, 3, 4, 5], the appropriate response timing is context-dependent. Therefore, appropriate timing estimation needs past ASR results. Depending on what this process is synchronized with, response timing estimation methods can be classified into two types. One is the end of utterance (EoU) synchronous timing detection (ES-TD), and the other is the frame synchronous one (FS-TD).

Many conversational systems [6, 7, 8, 9, 10, 11, 12, 13] employ ES-TD for ease of implementation. In this approach, after detecting an EoU, ASR is performed. Based on the recognition results, the system decides whether the user keeps or releases the turn, and if it decides the turn is released, it starts speaking after a certain time. In many cases, EoU detection itself is performed in a context-independent manner. Therefore, accurate EoU detection requires waiting for a stable pause, and a certain amount of time is necessary to output ASR results after this detection. In the data we have, half of the human response timing is less than 350 ms, but EoU detection and ASR generally require more than 350 ms. ES-TD based methods, which wait for EoU detection to determine keeping/releasing, is unlikely to achieve comfortable turn-taking as humans do.

On the other hand, FS-TD framework [14, 15, 16, 17, 18, 19, 20, 21] synchronizes with analysis frames at regular intervals and decides whether or not to start speech. The decision is made based on a combination of the linguistic features, instantaneous word sequence output by the streaming ASR, and the acoustic features such as prosody-related information. This approach does not explicitly use EoU detection, so they enable quicker responses than ES-TD. In addition, more fine-grained timing controls are possible depending on the context. Thus, this approach is thought to be more promising at this stage.

In previous work, we have introduced the language-model-based following word-sequence prediction in the FS-TD framework [21]. This method adds a new feature, named estimates of syntactic completeness (ESC), to the response timing estimation in addition to the commonly used linguistic and prosodic features. ESC is a feature obtained by estimating how many more words are needed to syntactically complete an utterance. Humans also time their utterances while predicting whether or not the conversational partner is about to finish speaking. This method incorporates this in a natural way into FS-TD framework.

Our previous method successfully improved the accuracy of response timing estimation, however in his method, and also in FS-TD in general, the delay in ASR causes several problems. The streaming ASR model generally needs to look ahead a segment of speech in order to improve accuracy. In other words, to obtain the recognition result at a certain time point, it is necessary to wait for the input of the segment of speech to be looked ahead. This means that there is a speech segment that has already been spoken but is not reflected in the linguistic feature, the recognition result. In a general FS-TD framework, the ASR delay prevents the use of language information that should be available. Furthermore, in our previous method, the problem of shortening the available ASR results due to this delay may also affect the estimation of ESC.

In this study, we attempt to increase the linguistic information available for FS-TD framework by introducing a low latency ASR. In addition, we aim to improve the accuracy of ESC estimation [21] and further improve the accuracy of response timing estimation. As a low-latency ASR model, we employ the Multi-Look-Ahead ASR [22] which consists of an encoder with a long look-ahead to improve accuracy and an encoder with a zero look-ahead to reduce delay. Thanks to the part of the zero-look-ahead encoder, the ASR delay can be dramatically reduced without performance degradation.

The rest of the paper is organized as follows. Section 2

10. 21437/Interspeech.2023–1618

2668
Algorithm 1 Beam search for Multi-look ahead ASR

1. $T^p = T_{N^p} + T_{N^r}$ \>
   $\triangleright$ primary encoder block
2. $T^a = T_{N^a} + T_{N^u}$ \>
   $\triangleright$ auxiliary encoder block
3. $B^a = \emptyset$, $B^r = \emptyset$ \>
4. $(H^a, H^r) \leftarrow \text{Init}()$ \>
5. for $t = T_H^p$ to $T^p$ do
   6. $B^p \leftarrow \text{PrimaryEncoder}(X[t - T^p, t])$
   7. $B^a \leftarrow \text{AuxiliaryEncoder}(X[t - T^a, t])$
   8. $(B^a, H^a) \leftarrow \text{BeamSearch}(B^a, E^a, H^a)$
   9. $(B^r, H^r) \leftarrow \text{BeamSearch}(B^r, E^r, H^r)$
10. $y = \text{Max}(\log Pr(y \mid B^p))$ in $B^p$ \>
11. if $(\text{eou})$ in $y$ then \>
12. break \>

2.2. Timing Estimator

Timing estimator consists of LSTM and linear layers. It runs incrementally and classifies whether the system should speak or not for each frame. The first frame classified as “system should speak” is determined as the response timing of spoken dialog system. The features extracted by feature extractor are concatenated and used as inputs. The prosodic and temporal features are input in every frame (50ms). The linguistic features and ESC are updated when the streaming ASR results are updated, otherwise the same values as at the previous time are input to the timing estimator. During training, binary cross entropy loss between the ground truth and output $y$ is minimized. The optimization is applied from the start of the utterance to 1 second after the end of the system utterance.

3. Multi-Look-Ahead ASR

Transformer-based end-to-end ASR models achieve high performance with the self-attention mechanism, but it needs to process the entire input sequence. Attention masks enable streaming ASR, but require a certain amount of look-ahead frames to minimize the performance degradation in comparison to processing the entire sequence. These look-ahead frames cause the delay. We use Multi-Look-Ahead streaming ASR proposed by Zhao et al. [22]. They introduced contextual block streaming ASR technique to RNN-Transducer, and also integrated multiple encoders with different delays.

3.1. Contextual Block Streaming Transducer (CBS-T)

The streaming ASR models in this paper are the Contextual Block Streaming Transducers (CBS-T), based on RNN-T [26]. RNN-T consists of three modules: acoustic encoder, label encoder, and joint network. CBS-T uses an encoder of Contextual Block Streaming ASR [27] (CBS-Encoder) for acoustic encoder. CBS-Encoder consists of 6 conformer [28] layers. The input speech is divided into blocks with three parts representing history, target, and look-ahead, whose numbers of frames are $N_t$, $N_c$, and $N_v$, respectively. The $b$-th block $Z_b$ is processed as

$$H_b, \theta_b = \text{CBSEncoder}(Z_b, \theta_{b-1}),$$

where $H_b$ and $\theta_b$ denote encoder output and contextual vector when the $b$-th block is input, respectively. The contextual vector passes global context information from past blocks to the current block.
3.2. Multi-Look-Ahead CBS-T

While CBS-Encoder enables streaming ASR, it still has a certain delay because it requires look-ahead frames. To reduce such delays while maintaining accuracy, Zhao et al. [22] proposed CBS-T that integrates multiple encoders with different delays. The encoders consist of a primary encoder which ensures high accuracy by encoding with a sufficient amount of look-ahead, and auxiliary encoders which give low latency results by encoding inputs of the look-ahead part of the primary encoder with a shorter look-ahead. While they proposed several architectures combining these encoders, in this study, we use one where the parameters are shared among the encoders and the auxiliary encoders receive the shifted input of the primary encoder to output the result corresponding to the look-ahead frames. This architecture achieves low latency and high accuracy while reducing model size by sharing parameters. We call this ASR system MLA CBS-T (Multi-Look-Ahead CBS-T). On the other hand, we refer to the single-encoder CBS-T used in the baseline model for comparison as SLA CBS-T.

Algorithm 1 shows the beam search algorithm in MLA CBS-T when \( N_i/N_r = 1 \). MLA CBS-T has \( N_r/N_i \) auxiliary encoders. The primary encoder outputs results up to time \( t - T_N \), corresponding to the target frame at time \( t \), where \( T_N \) denotes the time for \( N_i \) frames. Therefore, ASR is delayed by \( T_N \). The input speech of the auxiliary encoder is shifted \( i \times N_r \) frames from the primary encoder’s input. The numbers of the history frames and the target frames are \( N_i \) and \( N_r \), the same as the primary encoder, and the number of the look-ahead frames is \( N_r - i \times N_r \). The auxiliary encoder outputs results up to time \( t - T_N + T_i \times N_r \), which is not included in the output of the primary encoder, to reduce delay. The beam search is first performed using the output of the primary encoder to update the search space \( B^p \). Next, beam search is performed using the output of the auxiliary encoder. At this time, beam search is performed based on the primary encoder’s search space \( B^p \), and the search space is updated to \( B^r \). The next time, the search begins from the search space \( B^p \) before reflecting the update with the auxiliary encoder. Therefore, the ASR results reflect the results of the auxiliary encoder only at the time corresponding to the latest look-ahead frames, and the results of the primary encoder, which has a larger look-ahead size and higher reliability, are reflected for other frames including the target frame in latest block.

4. Experiments

We conducted experiments to verify whether a low latency ASR model is effective in response timing estimation and whether it is also effective when combined with ESC. We compare the proposed model with the baseline model, which utilizes SLA CBS-T without ESC, the model that uses MLA CBS-T, and the model that uses ESC.

4.1. Experimental Setting

We use the system described in Section 2, using SLA CBS-T as ASR and excluding the use of ESC as the baseline. For both the prosodic feature extractor and the VAD model, single layer LSTM which has 512 hidden dimensions is applied. Parameters \( M \) and \( N \) in syntactic completeness prediction are set to 5 and 3, respectively. The number of the layers, attention head, and hidden dimension of the Transformer encoder for linguistic feature extraction are set to 3, 2, and 300 respectively. The dimension of the prosodic feature \( h^p \), the temporal feature \( h^t \), and the linguistic feature \( h^l \) are all set to 128.

The token units for ASR and linguistic feature extraction are Japanese characters. All encoders in both SLA CBS-T and MLA CBS-T have a common structure. We used 6 Conformer layers for the acoustic encoder and one layer of LSTM for the label encoder. The number of frames for history \((N_i)\), target \((N_r)\), and look-ahead \((N_c)\) in the primary encoder of CBS-T are set to 8, 4, and 8, respectively. Every ASR model was pre-trained with the core data of the CSJ corpus and then fine-tuned to our datasets. For decoding, we use the modified adaptive expansion beam search [29] with beam size of 5. In this experiment, for linguistic feature extraction, ASR is run in advance and its results are input to the Transformer encoder, taking into account the ASR delay. We assumed a 100 ms processing delay.

As described in Section 1, response timing estimation approaches can be classified into ES-TD and FS-TD, and the proposed method is FS-TD. As an ES-TD approach for comparison, we use a model based on GMF [13]. We replace the feature extraction part of GMF with that of our proposed model. The fixed pause was set to 350 ms, which is the median of the response timing distribution in the validation set.

Every model was trained for 30 epochs with AdamW [30]. The learning rates are set to 0.001 for our model and 0.0001 for GMF. The ASR model, the language model for syntactic completeness prediction, and the VAD model for temporal feature extraction are trained separately on the training set.

4.2. Data

We conducted our experiments on Japanese simulated spoken dialog data. This dataset contains a simulated conversation between two people playing the roles of user and agent of a restaurant information center. In the experiments, the agent’s response timings were estimated as those of the spoken dialog systems. The dataset contains 90 dialogs, each averaging about 10 minutes, for a total of 14 hours. We used 72 dialogs for training, and 18 dialogs for test and evaluated the results by conducting a five-fold cross-validation. Unnatural data, e.g., long pause caused when the agent searches for a restaurant by the user’s request, were excluded from the dataset. The final dataset used in the experiment included 4,927 pauses during user utterance and 1,231 speaker changes from user to agent.

4.3. ASR Results

Table 1 shows the character error rate (CER) and delay of encoder in SLA CBS-T and MLA CBS-T. The delay is calculated assuming that the reference token is in the center of the input block. MLA CBS-T degraded CER by 0.3% but reduced the 256 ms delay caused by look-ahead frames.

4.4. Response Timing Estimation Results

Table 2 shows the experimental results of response timing estimation. To evaluate whether the system was able to stay silent in a situation without a speaker change, start speaking in a sit-
Table 2: Experimental results. \( P_x \), \( R_x \), and \( F_x \) denote precision, recall, and \( F_1 \) score, respectively. Each score is calculated assuming \( x \) seconds is the acceptable absolute error.

<table>
<thead>
<tr>
<th>Method</th>
<th>( P_{0.25} )</th>
<th>( R_{0.25} )</th>
<th>( F_{0.25} )</th>
<th>( P_{0.50} )</th>
<th>( R_{0.50} )</th>
<th>( F_{0.50} )</th>
<th>( P_{1.00} )</th>
<th>( R_{1.00} )</th>
<th>( F_{1.00} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>GMF</td>
<td>0.270</td>
<td>0.233</td>
<td>0.248</td>
<td>0.475</td>
<td>0.410</td>
<td>0.437</td>
<td>0.582</td>
<td>0.502</td>
<td>0.535</td>
</tr>
<tr>
<td>Baseline</td>
<td>0.340</td>
<td>0.380</td>
<td>0.357</td>
<td>0.534</td>
<td>0.587</td>
<td>0.557</td>
<td>0.700</td>
<td>0.765</td>
<td>0.729</td>
</tr>
<tr>
<td>+ MLA</td>
<td>0.361</td>
<td>0.389</td>
<td>0.375</td>
<td>0.550</td>
<td>0.590</td>
<td>0.569</td>
<td>\textbf{0.720}</td>
<td>0.771</td>
<td>0.744</td>
</tr>
<tr>
<td>+ ESC</td>
<td>0.364</td>
<td>0.397</td>
<td>0.380</td>
<td>0.546</td>
<td>0.596</td>
<td>0.570</td>
<td>0.707</td>
<td>0.771</td>
<td>0.737</td>
</tr>
<tr>
<td>+ MLA + ESC</td>
<td>\textbf{0.373}</td>
<td>\textbf{0.415}</td>
<td>\textbf{0.393}</td>
<td>\textbf{0.552}</td>
<td>\textbf{0.615}</td>
<td>\textbf{0.581}</td>
<td>0.707</td>
<td>\textbf{0.788}</td>
<td>\textbf{0.745}</td>
</tr>
</tbody>
</table>

Figure 2: Number of the correct answers per pause duration between user utterance and system utterance. The first and second rows of the bar graph show the cases of 250 ms and 500 ms acceptable absolute error, respectively.

Our models outperform the approach using GMF in all metrics. Unlike the ES-TD based approach including GMF, which runs only at the EoUs, the proposed approach estimates sequentially, and thus is able to use more temporal information.

The model with MLA CBS-T outperforms the baseline model in all metrics. In addition, the model with both ESC and MLA CBS-T outperforms the model with ESC and SLA CBS-T in all metrics. These results indicate that low-latency decoding by MLA CBS-T improves the performance of response timing estimation and it is also effective when combined with ESC.

Figure 2 shows the number of samples that the system should take a turn for each ground truth timing, and the number of samples that each model correctly predicted within the acceptable absolute errors. We can see the increase in the number of correct answers by introducing MLA CBS-T and ESC in the range of response timing from 0 ms to 300 ms. In other words, as we expected, the two approaches improve the performance of response timing estimation for quick response.

5. Conclusions

Although human conversation often involves quick responses, conventional response timing estimation models have difficulty predicting quick responses due to ASR delays. The ASR delay prevents the use of linguistic information near the end of speech which is crucial especially when estimating quick responses. We introduced MLA CBS-T to reduce delay while minimizing the degradation of ASR accuracy. We conducted experiments to confirm the effectiveness of reducing ASR delay in response timing estimation. We also verified whether it is effective when combined with a method from a previous study that uses a feature called ESC. Experimental results showed that introducing MLA CBS-T is effective in improving the performance of ESC estimation and response timing estimation for quick response.
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