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Abstract
Automatic pronunciation assessment (APA) plays an important role in providing feedback for self-directed language learners in computer-assisted pronunciation training (CAPT). Several mispronunciation detection and diagnosis (MDD) systems have achieved promising performance based on end-to-end phoneme recognition. However, assessing the intelligibility of second language (L2) remains a challenging problem. One issue is the lack of large-scale labeled speech data from non-native speakers. Additionally, relying only on one aspect (e.g., accuracy) at a phonetic level may not provide a sufficient assessment of pronunciation quality and L2 intelligibility. It is possible to leverage segmental/phonetic-level features such as goodness of pronunciation (GOP), however, feature granularity may cause a discrepancy in prosodic-level (suprasegmental) pronunciation assessment. In this study, Wav2vec 2.0-based MDD and Goodness Of Pronunciation feature-based Transformer are employed to characterize L2 intelligibility. Here, an L2 speech dataset, with human-annotated prosodic (suprasegmental) labels, is used for multi-granular and multi-aspect pronunciation assessment and identification of factors important for intelligibility in L2 English speech. The study provides a transformative comparative assessment of automated pronunciation scores versus the relationship between suprasegmental features and listener perceptions, which taken collectively can help support the development of instantaneous assessment tools and solutions for L2 learners.

Index Terms: Wav2vec 2.0, Transformer, goodness of pronunciation, phoneme, prosody, suprasegmental.

1. Introduction
Recent advancements in acoustic modeling and automatic speech recognition (ASR) techniques have allowed for the development of CAPT tools. CAPT is aimed at self-directed language learning and automatic mispronunciation detection \cite{1, 2, 3}. This facilitates non-native (L2) speakers to learn foreign-spoken (L1) languages. Most advancement efforts focus on scoring phoneme-level pronunciation quality \cite{4, 5, 6, 7, 8, 9, 10}. The major focus is on providing diagnosis on phonetic-level errors (phoneme substitution, deletion, insertion) \cite{11, 12, 13, 14, 15}. Recently, the importance of assessing prosodic-level features (e.g. lexical stress, intonation) has increased substantially \cite{16}. L2 speech is influenced by suprasegmental and temporal differences from their first language, lexical stress and speech rate, hypothesized to account for large variations in L2 speech are believed to play a key role in influencing L2 speech intelligibility \cite{17}, which is different from L1 speech intelligibility, typically assessed in the presence of noise \cite{18}.

2. Related work
2.1. GOPT Overview
Conventional methods like GOP \cite{4, 5, 7, 8, 10} have been extensively studied. Recent advancements in transformer-based models have enabled advanced GOP-based approaches that can effectively capture the relationship between phonemes and
Development of Self-attention-based models [32, 33] resulted in GOPT (Goodness of Pronunciation Transformer), which is a recently developed pronunciation assessment model that is based on Goodness of Pronunciation (GOP) features and a Transformer self-attention architecture [34]. Multi-level labels (one phoneme-level, three word-level, and five utterance-level accuracy, prosody, and fluency) are used to achieve multi-aspect and multi-grained supervision for GOPT training. GOPT is a state-of-the-art model that jointly predicts multi-aspect scores of pronunciation assessment with different granularities. This contrasts with several conventional approaches which also independently incorporate different aspects of pronunciation markers. GOPT learns the correlation between utterance-level tokens and phoneme-level tokens through the attention mechanism.

### 2.2. Wav2vec2.0 Overview

Wav2vec 2.0 [35] is a pre-trained method that uses a feature encoder, a context network, and a quantization module, to learn a contrastive learning objective. Wav2vec 2.0 has achieved state-of-the-art results on phone recognition for CAPT. Wav2vec 2.0’s latent representation also renders rich phonetic information [36].

### 3. Experimental Setup

In this work, we make use of the international teaching assistance (ITA) dataset and leverage state-of-the-art GOP-based Transformer and Wav2vec 2.0 for characterizing utterance, word and phoneme level pronunciation. The proposed framework for the assessment of L2 intelligibility using human/machine annotations and multi-level pronunciation properties is shown in Fig. 1.

#### 3.1. ITA Dataset

For this study, 54 adult learners, with diverse L1 backgrounds and English-speaking abilities, produced a total of 76 conversational in-class speech recordings, with an average length of 6.06 minutes. The ITA recordings can be broadly categorized based on the level of non-native speech proficiency and intelligibility: (i) ‘L2’ (Low intelligibility) and (ii) ‘L2-High’ (High intelligibility). Along with the speech utterances, some parts of the ITA recordings are supplemented by both human and machine annotations. Human annotations include transcripts referred to as human speech recognition (HSR) and prosodic annotations, whereas at the machine level ASR transcripts are generated. ‘L2-High’ has HSR transcripts available whereas some portions of the ‘L2’ speech has both HSR transcripts and prosody annotations. Only a few utterances have only HSR transcripts. Whisper-ASR [37] is used to obtain ASR transcription for utterances that have missing HSR transcripts. ‘L2’ level has several combinations of supplementary human and/or machine annotations for every portion of the ITA recordings. The number of speakers and utterances for every portion of the ITA recordings as described in Table 1.

#### 3.1.1. Human labeled Transcripts and Prosody Ratings

Fifteen trained linguists rated the speech based on accentedness and intelligibility. Speech rate, measured in syllables per second, silent pause and filled pause durations were recorded and omitted from syllable count. Additionally, lexical stress scores were calibrated using polysyllabic words extracted from speech event transcripts scored against the CMU Pronouncing Dictionary [38]. A lexical stress score indicates the duration, intensity, or pitch emphasis of the stressed syllable. Furthermore, the accentedness and intelligibility of the speakers were also rated by the linguistic listener pool.

#### 3.1.2. Whisper ASR Transcripts Generation

Although the ITA dataset is nearly labeled and carefully compiled, transcribers have generally reported difficulty in reliably deciphering the content. Therefore, additionally Whisper ASR network [37] is considered to provide auxiliary transcription, and assess the robustness of intelligibility scoring. Whisper [37] performs end-to-end ASR on 30-second audio chunks. The Whisper architecture is based on an encoder-decoder Transformer.

#### 3.2. Acoustic Model and GOP Feature Extraction

Goodness-of-pronunciation (GOP), an early DNN-based method proposed to characterize MDD, focuses on evaluating...
phonetic errors. In our study, a Kaldi-based ASR acoustic model, which is based on the factorized time-delay neural network (TDNN-F), is trained with Librispeech [39]. GOP features for the ITA dataset are extracted using Kaldi Librispeech5 recipe. GOP extraction involves processing the audio sample along with its corresponding canonical transcription within the acoustic module to obtain a sequence of frame-level phonetic posterior probabilities, these are then force-aligned at the phoneme level and converted to 84-dimensional goodness of pronunciation (GOP) features.

3.3. GOPT Inference and Scoring

The GOPT is trained using the 84-dim GOP feature as input. GOPT is trained on Speechcockan762 [40], a free open-source dataset designed for pronunciation assessment. Speechcockan762 is multi-labeled and provides rich label information at every level. During GOPT training, the mean squared error (MSE) as the loss is computed at the utterance, word and phoneme levels and averaged.

3.4. MDD using Wav2vec 2.0

Along with the GOPT, the MDD evaluation is considered an auxiliary machine annotation/score, used for the characterization of the reliability of the pronounced phonemes and aspects of L2 speech. More recently, MDD has been achieved via end-to-end phoneme recognition [41]. The implemented model applies the momentum pseudo labeling technique to Wav2vec 2.0 fine-tuning, to leverage the unlabeled L2 speech for improved phoneme recognition performance [41]. MDD information is computed using the phoneme scorer (JiWER) that interprets the phoneme predictions from Wav2Vec2.0 [42].

4. Results

All the utterances are transcribed using either HSR or ASR techniques. All the utterances from the ITA-Recordings, including both ‘L2’ and ‘L2-High’ portions, are assessed using the multi-granular and multi-level GOPT. Now, some portions may have additional prosodic annotations, and MDD information. In summary, for every utterance of the ITA dataset, GOPT produces five utterance-level scores (accuracy, fluency, completeness, prosody, and total score), three world-level scores (accuracy, stress, and total score) and a phoneme level score. Additionally, annotations/scores are available based on the portions in ITA-Recording. The prosodic annotations are: (i) articulation rate, (ii) lexical stress score, and (iii) silent pause duration and MDD information is: (i) PER: phoneme error rate (ii) MER: match error rate and (iii) IL: information loss. The intelligibility scores are characterized by (i) intelligibility at phrase level, (ii) intelligibility as a total number of words understood, and (iii) average intelligibility for the entire duration.

4.1. Multicollinearity Test and Regression Analysis

The ITA dataset was tested for multicollinearity and it showed that there was no significant correlation between the predictors. For all variations of the ITA dataset, a simple linear regression, random forest regressor, and XGBoost regressor were applied and the results are as shown in Table 2. Random forest regressor was found to be the best-performing model based on mean square error and R2 metrics as highlighted in Table 2.

4.2. Characterization of L2 Intelligibility using Feature Importance

Random forest regressor was found to be the best-performing model and they have been used for assessing feature importance. The feature importance results for all combinations of annotations/scoring for the ITA dataset are described in Fig. 2. In Fig. 2 A), a comparative analysis of L2 intelligibility predictors for ‘L2-High:HSR’, ‘L2:HSR’, and ‘L2:ASR’ configurations reveal that only utterance level scores of GOPT are significant and other word level and phonetic predictors are not dominant predictors. Fluency is the top predictor for ‘L2-High:HSR’, prosody is the top predictor for ‘L2:HSR’ and interestingly, accuracy is the top predictor for ‘L2:ASR’ configuration. In Fig. 2 B), four configurations for L2 speech, namely; ‘HSR + Prosody’, ‘ASR + Prosody’, ‘ASR + MDD’, ‘ASR + Prosody + MDD’ are considered for comparative analysis of non-native speech intelligibility predictors. As earlier, among GOPT scores, only utterance level scores are significant and comparing ‘HSR + Prosody’ based model with ‘ASR + Prosody’ suggests that human-labeled prosodic predictors are significant for L2 intelligibility. Among GOPT utterance scores, only prosody and total scores contribute towards predicting L2 intelligibility for ‘HSR + Prosody’ configuration and Whisper-ASR generated transcripts seems to degrade the reliability of GOPT-generated utterance-level scores. Also, the important prosodic features such as ‘articulation rate’, ‘lexical stress’ and ‘silent pause duration’ remain the most important features which influence human labeled intelligibility scores. Among ‘ASR + MDD’ and ‘ASR + MDD + Prosody’ configurations, human prosodic information seems to play a very dominant role in predicting L2 intelligibility. In the absence of any human labels and relying on Whisper-ASR generated transcripts and the MDD information, namely: information loss, phoneme error rate and match error rates were significantly influential for predicting L2 intelligibility characteristics. Additionally, all utterance-level GOPT predictors also contributed towards predicting L2 intelligibility. However, we observe that between GOPT and MDD scores, the phoneme-level MDD scores played a dominant role in influencing L2 intelligibility.
5. Discussion

Previously it has been found that lexical stress and speech rate independently relate to L2 speech intelligibility. In our assessment, prosodic features were found to outweigh the multi-level granular features of pronunciation significantly, especially when human-labeled prosodic features were available. Among all scores, only the utterance level scores, specifically prosody, completeness, total score, and others were dominant in the absence of any prosodic features. Furthermore, a comparative analysis of phoneme-level MDD diagnostic features was found to be more influential than GOPT scores, despite the availability of multi-level scoring. Analysis of features showed interesting aspects of L2 intelligibility: (i) Human or ASR transcription does not significantly influence the factors that impact L2 intelligibility; (ii) Apart from transcription, human-rated prosodic factors are dominant in influencing L2 intelligibility; (iii) MDD is still a major factor for assessing L2 intelligibility; (iv) Among automatic/machine learning based predictors, lower phonetic level features are more important compared to multi-level GOPT features, however, human transcribed prosodic features are more relevant compared to lower level phonetic transcription.

6. Conclusion

This study has considered a framework to assess L2 speech intelligibility by considering several aspects of pronunciation:

(i) lower phonetic level pronunciation-based MDD solution; (ii) Multi-level granular pronunciation assessment tool; (iii) Transcription robustness: Human vs ASR; (iv) Human rated prosodic labels. Most existing approaches use MDD solutions for characterizing L2 pronunciation. However, our study shows that an automatic assessment of L2 speech intelligibility can be carried out reliably, irrespective of human or automatic speech transcription. Human-rated prosodic predictors are the dominant factors in the assessment of L2 speech intelligibility. Also, there is no significant difference in the dominant predictors for L2 speech intelligibility when HSR transcripts are compared to ASR generate versions. However, MDD predictors do become highly dominant in characterizing L2 speech intelligibility. Further, MDD features are still dominant in the presence of multi-level GOPT features. The findings from this analysis provide direction for the development of robust systems for characterizing L2 speech intelligibility. Furthermore, with the increasing demand for instantaneous L2 speech assessment tools, the results of this experimental framework underscore the need to develop more accurate tools to estimate human-rated prosodic features and MDD solutions.
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