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Abstract

The Speech Transmission Index (STI) is a crucial metric for evaluating speech intelligibility, but its standard measurement method is too complicated for real-time applications. Though recently proposed deep-learning-based STI estimation schemes have been shown to effectively address the problem, existing methods still fall short of covering all possible STI scenarios. This paper presents eSTImate: an end-to-end deep learning system for real-time STI blind estimation that integrates the tasks of STI estimation and speech enhancement through a feature pyramid auxiliary learning architecture and incorporates multi-head attention mechanisms. The proposed model demonstrates the performance of state-of-the-art, achieving a low mean absolute error of 0.016 and root mean square error of 0.021 on the constructed dataset that covers the whole range of STI, highlighting its potential to provide accurate and consistent real-time STI estimation across diverse real-world scenarios.
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1. Introduction

As speech signal propagates, it is more or less modified by acoustic factors in the surrounding environment, such as ambient noise and reverberation characteristics, resulting in the degradation of speech quality. To assess the speech intelligibility at the listener’s end, a range of evaluation methods have been suggested. Subjective evaluations, including MOS [1], involve human listeners’ opinions about the speech quality. These methods remain as valuable tools in a wide range of contexts despite limitations like individual differences. Objective evaluations utilize algorithms and mathematical models to evaluate speech quality, including PESQ [2, 3], AI [4], STI [5, 6] and STOI [7]. Notably, the Speech Transmission Index (STI) has been demonstrated to exhibit strong correlation with speech intelligibility [8].

STI is quantified on a scale of 0 to 1, with higher values indicating better speech intelligibility. To provide a more specific and standardized evaluation, STI is divided into standard categories defined by five grades: bad, poor, fair, good, and excellent [9]. The differentiation criteria for these grades are set at 0.30, 0.45, 0.60, and 0.75, respectively.

The standard direct measurement method of STI employs 7-octave bands and 14 modulation frequencies to sequentially generate modulation test signals. This approach typically takes the handheld devices about 15 minutes for complete measurement and makes it difficult to be adopted in practice. As an alternative, the indirect method derives STI from the Room Impulse Response (RIR), offering a simpler way of computation [10]. However, the acquisition of the RIR as a computational condition during real-time measurement is exceedingly challenging in practical scenario.

Due to recent advancements in neural networks, novel deep-learning-based algorithms have been developed for STI measurement with the potential to overcome the limitations of traditional measurement methods. Seetharaman et al. proposed a fully Convolutional Neural Network (CNN) to estimate the STI value directly from the input PCM audio [11]. While this network exhibited comparable performance to human in discriminating STI conditions, the range of STI values predicted by the model was constrained by the distribution of the underlying dataset, with a lower bound about 0.60. Additionally, Duangpummet et al. proposed a scheme that incorporates the Temporal Amplitude Envelope (TAE) into a CNN [12]. Despite the broadened range of measurements, a reduction in accuracy is observable when compared to the previous study. Afterwards, the authors employed an extended RIR model into a similar network structure to enable the simultaneous prediction of the STI and 5 other room acoustic parameters, yielding improved accuracy compared with their previous method [13]. To date, López et al. have presented a deep Convolutional Recurrent Neural Network (CRNN) for the blind estimation of the STI and 5 other room acoustic parameters, achieving a competitive result in STI in terms of both accuracy and estimation range [14].

However, the current methods are still unable to effectively distinguish between the lowest grades of STI, namely bad and poor scenario, as they fail to provide an accurate measurement for STI values below 0.30. Moreover, predicting STI simultaneously with other room parameters may not be a practical approach, as STI is not solely related to RIR but also affected by noise. Typically, estimating STI with other room parameters may impede real-time STI prediction, for STI is greater in temporal volatility than other room parameters.

This paper presents a novel auxiliary learning framework that integrates the tasks of blind STI estimation and Speech Enhancement (SE) through a Feature Pyramid Network (FPN) architecture [15]. To make better use of the correlations between speech sequences, a multi-head attention mechanism is incorporated into the network. To meet all possible needs of real measurement scenarios, a dataset covering the full range of STI is constructed. The proposed network exhibits SOTA performance, as evidenced by its achievement of a low Mean Absolute Error (MAE) of 0.016 and Root Mean Square Error (RMSE) of 0.021 on the dataset we built, showing the potential to estimate precise and consistent real-time STI estimation across diverse real-world scenarios.
2. Problem formulation

In the time domain, an observed speech signal $y(t)$ captured by a microphone is a combination of the anechoic speech signal $x(t)$, the RIR $h(t)$, and the ambient noise $n(t)$, mathematically presented as

$$ y(t) = x(t) * h(t) + n(t), $$

where $*$ denotes convolution operation. Typically, the standard indirect methods require all these 3 components to calculate STI. In this process, signal-to-noise ratio (SNR) is initially calculated for each octave band as

$$ \rho_k = 10 \times \log_{10} \frac{\int_0^\infty x_k^2(t) \, dt}{\int_0^\infty n_k^2(t) \, dt}, $$

where $\rho_k$, $x_k$ and $n_k$ are the SNR, original signal and ambient noise in octave band $k$, respectively. Afterwards, the Schroeder Method [16] is used to calculate the Modulation Transfer Function (MTF) with adjustment for noise in each octave band $k$ and modulation frequency $f_m$, as

$$ m_k(f_m) = \frac{\int_0^\infty h_k^2(t) e^{-2\pi f_m t} \, dt}{\int_0^\infty h_k^2(t) \, dt} \left[1 + 10^{\frac{-\rho_k}{10}}\right]^{-1}, $$

where $h_k(t)$ is the RIR in octave band $k$. Then the effective signal-to-noise ratio $N_{k,f_m}$ is calculated using MTF as

$$ N_{k,f_m} = 10 \times \log_{10} \frac{m_k(f_m)}{1 - m_k(f_m)}, $$

where $N_{k,f_m}$ should be limited between $-15$ and $+15$. Next, by averaging over the 14 modulation frequencies, the Modulation Transfer Index (MTI) can be calculated as

$$ M_k = \frac{1}{14} \sum_{f_m=1}^{14} \frac{N_{k,f_m} + 15}{30}, $$

where $M_k$ represents the MTI value in octave band $k$. Afterwards, the STI value can be obtained using:

$$ STI = \sum_{k=1}^7 \alpha_k \times M_k - \sum_{k=1}^6 \beta_k \times \sqrt{M_k \times M_{k+1}}, $$

where $\alpha_k$ is the gender-specific weight factor for each octave band, and $\beta_k$ is the gender-specific redundancy factor between two adjacent octave bands.

For blind estimation of STI, the task is to derive the STI directly from the observed signal $y(t)$ without any supplementary information of $h(t)$, $n(t)$, and $x(t)$.

3. Proposed method

In this section, we present eSTImate, an end-to-end deep learning system for real-time STI blind estimation with speech enhancement as the auxiliary task. Figure 1 illustrates its main structure and workflow during the training phase. The network comprises three primary modules: an encoder using Resnet50 as the backbone, an STI decoder based on a multi-head attention mechanism [17], and a speech enhancement decoder based on feature pyramid hierarchy. The encoder, shared by 2 tasks, forms the STI estimation pipeline with the STI decoder and forms a Feature Pyramid Network (FPN) with the speech enhancement decoder for the auxiliary task of speech enhancement. The inclusion of the auxiliary task aims to help the shared encoder distinguish between noisy and clean speech, leading to improved feature representation and enhanced model generalization. Notably, the speech enhancement decoder can be omitted in STI estimation to enhance computational efficiency.

3.1. Raw audio encoding

To achieve real-time STI prediction, we introduce a speech slicing mechanism as a pre-processing step. Each input utterance is divided into frames of equal time intervals, with a certain length of overlap between every two adjacent frames, which ensures that the proposed system is adaptable to inputs of different durations. Moreover, the overlap scheme provides each frame with more contextual information and serves as the time interval for real-time prediction during the model inference phase.

For each utterance, the frames obtained by the above-mentioned slicing mechanism in the time domain are transformed into spectrogram features using Short-Time Fourier Transform with an FFT size of 512, resized to $224 \times 224$ using nearest neighbor interpolation, and normalized to the range of $-1$ and $1$. Subsequently, the encoder blocks take the spectrogram features $S = (s_1, s_2, \cdots, s_n)$ as the input and continuously perform down-sampling, in which the size of adjacent features is halved, while the number of channels is doubled.

3.2. STI decoding

To better utilize the contextual relationship between the frames, a multi-head attention mechanism is introduced in the STI decoding phase. For each utterance, all the frames, after downsampled by the encoder blocks, are concatenated at an additional dimension to form the deepest feature map $C = (c_1, c_2, \cdots, c_n)$, and then input to the STI Decoder. Each sample-level feature $C$ is first processed by a multi-head self-
attention module, and the resulting features are added to C via residual connections and layer normalization. The features processed by the attention module are then mapped to the target domain of STI via a 5-layer fully connected network to obtain the STI prediction for each frame. The first 4 layers of the fully connected network contain linear layers with a halving feature dimension, ReLU activation, and batch normalization, with the features eventually reduced to 64. Dropout is also added to prevent overfitting. The last layer maps the feature directly to the STI prediction.

3.3. Speech enhancement decoding

The purpose of introducing speech enhancement as an auxiliary task is to help the network better understand the differences between clean and noisy speech during training. Specifically, during backpropagation, the speech enhancement auxiliary task adjusts the shared encoder to improve the overall generalization performance of the model. It should be noted that in the actual use of the eSTImate framework, we discard the speech enhancement decoder module and only use encoding to improve the system’s prediction speed.

The speech enhancement decoder is designed to extract high-level semantic information from the encoder and perform bottom-up sampling. It first reduces the channel dimension of the lowest-level feature map obtained by down-sampling from the encoder. Then, it adds the up-sampled and 1 × 1 convolved lowest-level feature map to the corresponding high-level feature map to generate a new set of feature maps. Finally, all the feature maps generated during the up-sampling process are fused and up-sampled to the same size as the input spectrogram, forming the final output of estimated clean speech \( \hat{S} = (s_1, s_2, \ldots, s_n) \).

3.4. Training objective

The Mean Square Error (MSE) between the predicted STI and the ground truth STI, as well as the Structural Similarity Index (SSIM) [18] between the predicted clean spectrogram and the ground truth clean spectrogram, are used as the training objectives, as

\[
\mathcal{L} = \alpha \times L_{MSE}(\hat{S}, STI) + \beta \times L_{SSIM}(\hat{S}, S) \tag{7}
\]

where \( \alpha \) and \( \beta \) are weights for the MSE and SSIM losses, respectively. The MSE loss measures the average squared difference between the predicted and true STI values, while the SSIM loss assesses the structural similarity between the predicted and true clean spectrograms, taking into account luminance, contrast, and structural information.

During the training process, an automatically weighted loss technique for multi-task learning framework is used to guide the selection of \( \alpha \) and \( \beta \) [19].

4. Experiments

4.1. Dataset

The dataset built for training the proposed eSTImate system consists of 592,928 synthesized single-channel noisy audio samples, with a sampling rate of 16 kHz. Each utterance has a duration of 20 s to 30 s and is accompanied by its corresponding real-time STI ground truth value, as well as a clean audio aligned with the noisy audio. The proposed dataset covers the entire range of STI values from 0 to 1, and the distribution is visualized in Figure 2.

A total of 108 real-world RIRs are used in our experiments. Among them, 32 RIRs were recorded in different offices in China using a standard recording method, while the remaining 76 RIRs were obtained from the EchoThief Impulse Response Library [20]. The selected RIRs cover a range of Reverberation Time (T60) from 0.4 to 1.0, with 18 RIRs at each 0.1 interval, measured using the Dirac tool from Acoustics Engineering. For each interval, we randomly selected 2 RIRs to generate test data.

The TIMIT dataset [21] was used as the clean speech corpus, which contains recordings of 630 individuals from 8 major dialect regions in the United States each speaking 10 standard sentences [22]. The noise used was primarily sourced from the TUT Acoustic Scenes dataset [23], which consists of audio recordings of various street environments, including 6 different categories such as cars, braking sounds, and pedestrians [24]. Additionally, we added pink noise and babble noise to our noise library. For each reverberation, we added 3 types of noise randomly, with each type of noise added at 3 different SNR levels of 0dB, 6dB, and 20dB, respectively.

4.2. Experimental Details

In training, the batch size is 7. The initial learning rate is \( 10^{-5} \), halved every 10 epochs. The inference time for each 4 s frame is 0.1 s and 0.047 s respectively with AMD Ryzen5 5600H CPU and 24G GeForce RTX 3090 GPU.

4.3. STI evaluation

The performance of the proposed eSTImate algorithm was evaluated on a test set with STI ground truth values ranging from 0.21 to 0.95. Data analysis was conducted at intervals of 0.01, and the results are shown in Figure 3. The red dashed line in the figure represents the ideal prediction, while the blue solid line represents the mean prediction of the eSTImate model on the test set, and the blue shaded area represents the standard deviation of the prediction. The results demonstrate a strong fitting performance with very small prediction errors, achieving an RMSE of 0.021 and an MAE of 0.016.

The model shows the closest prediction results to the ground truth values within the range of STI values from 0.3 to 0.8, with a slight overestimation in the range of 0.2 to 0.3 and underestimation above 0.8. This prediction pattern is strongly related to the distribution of our dataset, where there are relatively few samples with STI values below 0.3 and above 0.8, causing the model’s predictions for these ranges to be less accurate. Although there is a slight deviation in the prediction results at both ends of the range, it has little impact on the STI classification task in practical applications. To demonstrate this, we tested the model’s classification accuracy of the five standard
categories and achieved an accuracy of 92.75%, which further confirms the model’s predictive capability.

### 4.4. Ablation study

On the basis of only using Resnet50 as backbone, we explored the influences of FPN structure, Multi-head Attention Block (MAB), and Automatic Weight Parameter Learning (AWPL) on STI estimation and noise-free spectrogram prediction respectively. The results are shown in Table 1 and Figure 4.

Before the introduction of AWPL, we initially set the weight parameters $\alpha = 1$ and $\beta = 0.5$ for FPN-based models. The results indicate that incorporating the FPN structure and auxiliary task led to a notable improvement on the STI prediction task, with MAE and RMSE enhanced by 14% and 16%, respectively.

After introducing the attention module, the STI prediction metrics remain relatively unchanged. Figure 4(c) shows that this is due to a relatively larger bias in the predictions and a reduction in variance, indicating an improvement in the model’s generalization ability. In addition, the performance of the auxiliary speech enhancement task improved, suggesting that the preset parameters might have favored the auxiliary task.

With the introduction of AWPL, the performance of STI estimation is further improved, resulting in a 29% and 25% increase in MAE and RMSE, respectively, compared to the baseline. The model still maintains a small variance and further reduces the prediction bias for STI values less than 0.3 and greater than 0.8, as shown in Figure 4(d), achieving the best overall performance in the ablation experiment.

### 4.5. Framework comparison

We conducted a comparison of the proposed eSTImate method with previous methods as described in Section 1. Table 2 presents the results, where RMSE is the primary evaluation metric. It should be noted that the STI distribution range differs in previous studies due to the use of different datasets and data generation methods, and the validation range is also listed in the comparison table to measure the coverage and overall capabilities of the models.

It is evident that previous STI framework cannot distinguish between the Poor and Bad levels in the 5-level standard STI classification, while our proposed model can effectively differentiate between all the 5 levels and achieves the lowest RMSE. The results demonstrate that the proposed eSTImate outperforms the state-of-the-art method by 36%, not only covering a wider range of STI predictions but also achieving smaller deviations.

### 5. Conclusions

In this study, we propose eSTImate, an end-to-end deep learning system for estimating the speech transmission index. Speech enhancement is introduced as an auxiliary task through a feature pyramid module to facilitate the network to learn better feature representations. To utilize the relationships between speech frames, a multi-head attention module is incorporated. Moreover, the technique of automatically learned weights is employed to better guide the gradient descent. We demonstrate the effectiveness of the proposed modules through ablation experiments, and compare our model with existing works to exhibit its state-of-the-art performance in providing accurate and consistent real-time STI estimation across diverse real-world scenarios.
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