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Abstract

ToBI \cite{1} is a prosody labeling system that transcribes American English prosody in terms of phonological tones and break indices. Previous works on automatic ToBI transcription require additional information such as word boundaries and use modular feature extraction with separately optimized feature detectors and classifiers \cite{2}. We are interested in investigating if a neural network-based approach would also result in high performance on automatic ToBI transcription without additional information. In this paper, we investigate the problem of pitch accent detection and prosody boundary detection using the Wav2vec 2.0 model \cite{3} with only acoustic information. Our model is trained on the Boston University Radio News Corpus and evaluated on both the Boston University Radio News Corpus and the Boston Directions Corpus. We show that it achieves an F1 score of 0.82 on pitch accent detection and 0.86 on phrase boundary detection. Code and model weights are available.\footnote{\url{https://github.com/reginazhai/Wav2ToBI.git}}

Index Terms: Prosodic boundaries, Wav2vec2, ToBI-label generation

1. Introduction

The ToBI annotation standard \cite{1} is a prosody labeling system that transcribes Standard American English prosody in terms of phonological tones and break indices. It has been used widely in research studying the prosodic correlates of syntax \cite{4, 5}, semantics \cite{6}, information structure \cite{7}, dialog structure \cite{8}, and segmental acoustics \cite{9}. Systems related to ToBI have been designed to code the prosody of languages including Japanese \cite{10}, Korean \cite{11}, Castilian Spanish \cite{12}, Portuguese \cite{13}, and Catalan \cite{14}. Recognition or generation of ToBI labels has been demonstrated to be useful for detecting automatic speech recognition errors \cite{15}, for reducing speech recognition error rates \cite{16}, and for improving the quality of text-to-speech \cite{17}.

There are two main tiers of labels in the ToBI standard: the break index tier and the tone tier. The break index tier describes the grouping of words by measuring the strength of association between each pair of consecutive words on a scale of 0 (strongly conjoining) to 4 (the most disjoint). Two levels of prosodic boundaries mark the boundaries of prosodic phrases: intermediate phrase boundary (label 3) and intonational phrase boundary (label 4).

The tone tier transcribes the intonation pattern of the utterance. The transcriptions are associated with the occurrence of two types of pitch events: the above-described phrase boundaries and accented syllables (pitch accents). Tones are phonologically distinct sequences of high (H), low (L), and down-stepped (!H) pitch excursions. An example of complete ToBI annotation from Columbia Games Corpus \cite{18} is shown in Figure 1.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{example_tobi_annotation.png}
\caption{Example ToBI annotation}
\end{figure}

Since ToBI transcription requires a great deal of annotator effort, automatic ToBI transcription is considered an important field of research. Prosodic event detection is a subtask of automatic ToBI transcription, which is assigning a prosodic event (pitch accent or intonational phrase boundary) to the corresponding position of the speech. As we can see from the ToBI annotation standard, it is also an essential task for automatic ToBI transcription.

Previous works on automatic ToBI transcription often require additional information besides the acoustic signal, including, most frequently, information about word boundary times \cite{2, 19}. Word boundary times are used to provide auxiliary information to a neural network \cite{19}, or to facilitate the use of linguistically-oriented hand-crafted feature extraction with separately optimized feature detectors and classifiers \cite{2}. Such extra information and hand-crafted features may limit the application of ToBI to speaking styles with limited transcription resources. Therefore, we are interested in investigating if a neural network-based approach that does not rely on word boundary times would also result in high performance on automatic ToBI transcription. We investigate the problem of pitch accent detection and prosody boundary detection without word boundary times by using the Wav2vec 2.0 model \cite{3} with only acoustic information. Our model is trained on the Boston University Radio News Corpus and evaluated on both the Boston University Radio News Corpus and the Boston Directions Corpus. We show that it achieves an F1 score of 0.82 for pitch accent detection and 0.86 for intonational phrase boundary detection.

2. Related work

The first publicly available automatic ToBI detection and classification system, AuToBI, was introduced by Rosenberg\cite{2}.
It calculates normalized pitch and intensity to train separate prosodic event detection and classification systems using logistic regression and SVMs. With the help of multiple alignment tools, Dominguez et al. [20] introduced PyToBI, which is a Toolkit for ToBI Labeling under Python. In the light of growth for neural networks, more studies on prosodic event detection using deep learning were introduced. Stethwien et al. [19] use acoustic features (signal frame energy, Mel spectrum, F0, voicing probability etc.) along with temporal features (position indicators) to perform pitch accent detection and intonational phrase boundary detection. They use a convolutional neural network (CNN) to learn these features. The model was trained and evaluated on two English corpora and one German corpus, in both same-corpus and cross-corpus evaluation paradigms. All of these systems use word boundary time as an auxiliary input to the prosodic event detector.

On the other hand, Vetter et al. [21] use Mel-frequency cepstral coefficient (MFCC) features and bidirectional long short-term memory neural network (BLSTM) for prosodic boundary detection and classification in a cross-lingual setting. The advantage of their model is that they only use unannotated speech at test time, without word boundary times. Kunešová et al. [22] also avoid the use of additional transcription by taking advantage of the rich representation learned from the Wav2vec 2.0 model to detect intonational phrase boundaries in Czech speech. This paper uses a similar approach as Kunešová et al., but focuses on English speech data and goes beyond the intonational phrase boundary detection by also detecting intermediate phrase boundaries and pitch accents.

3. Methodology

Our method use the Wav2vec 2.0 framework [3] to extract features from raw speech data. Wav2vec 2.0 is a self-supervised approach for automatic speech recognition (ASR). Because of the great amount of pretrained that it receives, it is able to perform well after a small amount of finetuning. Pretraining results in a relatively generic representation of the speech input, which can be used as features for tasks other than ASR.

Tones and break indices are often signaled by F0 (fundamental frequency), which may not be well represented in the output layer of Wav2vec 2.0. We therefore append an F0 measure (computed using Parselmouth [23], a python library for Praat [24] software) to the output layer of Wav2vec 2.0.

Detection of tones and break indices requires long-term dynamic context different from the context Wav2vec 2.0 is trained to extract. To fully learn the representation of each pitch accent and phrase boundary with their surrounding context, we therefore connect the output of Wav2vec 2.0 (with appended F0) to the input of a BLSTM. The entire network, including Wav2vec 2.0 and BLSTM, is then fine-tuned for the detection of prosodic events.

4. Experimental setup

4.1. Data

We use two widely known corpora for automatic ToBI labeling and evaluate the result in both within-corpus and cross-corpus evaluation to test for the robustness of the model when encountering an unfamiliar context.

The Boston University Radio News Corpus (BURN) [25] consists of news professionally read on a public radio station by 7 announcers, and recordings by the announcers in the laboratory setting.

The Boston Directions Corpus (BDC) [26] consists of direction instructions spoken by 4 native Standard American English speakers. The directions are first recorded as spontaneous responses to requests for directions, then it was transcribed and later re-read by the same speakers in the lab. The read portion contains approximately 50 minutes of speech and 10818 words; the spontaneous portion contains approximately 60 minutes of speech and 11627 words.

Our systems are trained using BURN, and tested on a read subset of BDC, in order to ensure generalizability of results. Rosenberg trained AuToBI [2] using BDC, and tested it using the Columbia Games Corpus [18]. Stethwien et al. [19] tested a number of within-corpus and cross-corpus evaluation paradigms; they found that BDC was harder to transcribe correctly than BURN (accuracies were lower by 10% absolute, on average), and that corpus evaluation was similar across corpora (by about 6% absolute). Our models are trained using the BURN corpus (both lab news and radio news). Given the limited amount of data, the BURN corpus was split into train and test set with a 4:1 ratio. Models were trained for 10, 20 and 30 epochs, then tested using the BURN test set and three out of the four speakers from the read portion of BDC.

4.2. Network architecture

Wav2vec 2.0 is finetuned using clips of 20s with a step of 10s. The finetuned Wav2vec 2.0 model outputs a frame for every 20 ms. To align with the representation extracted from the Wav2vec 2.0 model, we use a frame size of 20 ms for the extraction of F0, then feed the feature matrix into the BLSTM for final detection. Since we have a relatively small training corpus, we use a small BLSTM with 128 or 256 hidden states.

Neural nets perform badly when trained with imbalanced data. In the case of speech, the majority of the corpus will not contain an indication of a prosodic event. To solve this, we compare two strategies. First, we tried the approach as Kunešová et al. [22]; the reference labels during finetuning were provided using a fuzzy labeling function. During an interval (± 0.16 s for pitch accent detection and ± 0.2 s for phrase boundary detection), the neural net target function linearly increases to reach 1.0 at the time of the corresponding prosodic event, then decreases to 0.0 by the end of the interval. The network is trained to reproduce this fuzzy target function with minimum mean squared error.

The pitch accent target function encodes the locations of any of the eight categories of pitch accents labeled in BURN. The eight pitch accents are not equally frequent. H* accents are far more common than any other type, hence our system learns to detect H* accents better than an evaluation type. We have tried training separate detectors for each accent type, and for various combinations of the under-represented accent types, but these alternatives cause detection accuracy of the under-represented accent types to decrease. Apparently BURN does not contain enough examples of under-represented accent types to train effective separate neural net detectors, therefore we report results in which all accent types are pooled for both training and test.

Intonational and intermediate phrase boundaries have different acoustic correlates, but intermediate phrase boundaries provide information that can be helpful in intonational phrase boundary detection. Therefore, we also provide fuzzy labeling for labels with intermediate phrase boundary, but with a lower peak point (1.0 for intonational phrase boundary and 0.5 for in-
### 4.3. Post-processing

A proper ToBI label is a label paired with the timestamp, so we convert the frame-wise detection result to the correct format. For the fuzzy labeling approach, we look for the peaks from the output. A peak is defined as the highest point during a 100ms window. If the peak is higher than the threshold (0.75 when tested for only intonational phrase boundary; 0.8 and 0.4 when tested simultaneously for intonational and intermediate phrase boundary, respectively), we output the calculated time for the highest point during the window. For the second labeling approach, we look for short flat areas for the correct label. We keep track of intervals that starts from an increase in magnitude larger than 0.2, and ends with a decrease in magnitude larger than 0.2. If such an interval is longer than 100ms in duration, the middle time of the interval is counted as a detection.

Detected prosodic events are not perfectly synchronous with ground truth prosodic events. For this reason, if the timestamp predicted is within 100ms (five frames) of the correct label, we will count it as a correct output. We also report the scores for smaller tolerances, where a tolerance of “0ms” means that the detected and ground truth events occurred in the same 20ms frame.

### 5. Results

We evaluate each of our prediction results on the test set from BURNC corpus and the test set from BDC corpus using precision, recall and F-1 score.

#### 5.1. Pitch accent detection

The results for pitch accent detection are shown in Tables 1 and 2. The model was trained with 128 hidden states with 30 epochs. As shown in Table 1, tolerance heavily affects the scores. The F-1 score for pitch accent detection can be as high as 0.82 when the tolerance is 100ms. Comparing the NoFuzzy and Wav2ToBI settings, we can see that the results for pitch detection with fuzzy labeling are typically better than those without fuzzy labeling by 0.02 absolute when tolerance is low.

Although there were a lot of previous studies on automatic ToBI labeling systems and the subtasks related to it, most of them are performed with knowledge of word boundary times. Of these, the only result trained on BURNC and tested on both BURNC and BDC is that by [19], shown in Table 1. Their detections were considered correct if they occurred within the span of the same word as the ground-truth pitch accent; average word duration in BDC is 294ms. Though tested on the same corpora, our models and those of [19] were not tested on the same data. The models of [19] were trained and tested using only 5 of the 7 BURNC speakers in a 5-fold cross-validation, then tested cross-corpus on all BDC speech. Our models were trained and tested in a single 4:1 split of data from all 7 BURNC speakers, then tested cross-corpus on read speech from 3 BDC speakers.

#### 5.2. Intonational phrase boundary detection

Intonational phrase boundary detection results are shown in Tables 2 and 3. Similar to pitch accent detection, intonational phrase boundary detection is also influenced by tolerance. There are few phrase boundaries that are detected with the exact time match, but an F-1 score of 0.86 is achievable with 100ms tolerance. Comparing the NoFuzzy and Wav2ToBI results, we...
Table 4: Comparison of Wav2ToBI results for the simultaneous detection of intermediate and intonational phrase boundaries (trained BURNC, tested BDC) with the cross-lingual results of Vetter et al. [21] (trained CSJ, tested BURNC)

<table>
<thead>
<tr>
<th>Model</th>
<th>Break Type</th>
<th>Precision</th>
<th>Recall</th>
<th>F-1 Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wav2ToBI</td>
<td>3</td>
<td>0.12</td>
<td>0.31</td>
<td>0.16</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.53</td>
<td>0.75</td>
<td>0.62</td>
</tr>
<tr>
<td>Vetter et al [21]</td>
<td>3</td>
<td>0.63</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.70</td>
<td>0.17</td>
<td>0.25</td>
</tr>
</tbody>
</table>

Figure 2: Example Output for Phrase Boundary Detection

We can see from Table 3 that fuzzy labeling yields F-1 improvements when tolerance is low but little improvement when tolerance is high. The improvement of Wav2ToBI relative to the CNN method of [19] is much larger for phrase boundaries than for pitch accents, possibly because Wav2vec 2.0 includes more information about long-term segmental phonetic contexts than do the features used by [19].

Most previous studies of ToBI phrase boundary detection use information about word boundary times. The only previously published system that does not take advantage of word boundary times, to our knowledge, is the cross-lingual study of Vetter et al [21], in which a system trained on the Corpus of Spoken Japanese (CSJ) is tested using BURNC. The cross-lingual system was tested for the detection of both intermediate (type 3) and intonational (type 4) phrase boundaries, and therefore, although cross-lingual evaluation is considerably harder than cross-corpus evaluation, their intermediate phrase boundary detection results can be used as an approximate baseline for the evaluation of ours. Table 4 shows that the cross-lingual system, when evaluated on BURNC with 80ms tolerance, has higher precision, lower recall, and lower F-1 than the Wav2ToBI system evaluated on BDC.

6. Discussion

We can visualize the types of information that the Wav2ToBI architecture is able to learn from a fuzzy target function. Fig. 2 shows the example output for phrase boundary detection. The blue line represents the ground truth label, while the red line represents the predicted label. Fig 2a shows fuzzy labeling; we can observe the peaks for intermediate and intonational phrase boundaries. Fig 2b shows the target and predicted outputs without fuzzy labeling; we can see flat intervals of the peak value. Even when trained completely on the target without fuzzy labeling, the model still tends to output detection intervals with fuzzy onset and fuzzy offset.

We can also observe the different kinds of errors that the model makes when predicting the boundaries. Fig 3 shows the 6 main types of output when using fuzzy labeling on intonational phrase boundary detection. Fig. 3a shows the correct output, while the other five are different types of incorrect output. Observing from Fig 2a and Fig. 3a, we know that the correctly identified boundaries often overlap heavily with the ground truth results. Fig. 3b is a typical missed detection: the model outputs a peak, but the peak is below the detection threshold. Fig. 3c is a typical false alarm; the model output indicates that there is some evidence of a boundary in the acoustic signal, but human labelers did not hear this event as a prosodic phrase boundary. Fig 3d, Fig 3e and Fig 3f are examples when the model confuses intermediate phrase boundaries with intonational phrase boundaries. Fig 3f is a special case where two intermediate phrase boundaries are close to each other, so the model mistakes the two with an intonational phrase boundary. In this case, the higher a priori probability of intonational phrase boundaries, compared to the lower a priori probability of a rapid succession of intermediate phrase boundaries, may bias the model to detect the former in preference to the latter.

7. Conclusions and Future Work

In this paper, we explored a new approach towards ToBI labeling. We applied the Wav2vec 2.0 network using BLSTM networks for the task of prosodic event detection. We showed that Wav2vec 2.0 is able to provide a reasonably good representation of the speech corpus. We also demonstrated that even without knowledge of word boundaries and word-level feature extraction, we can still achieve a high F-1 score for detecting pitch accents and intonational phrase boundaries that can be generalized to other corpora.

We have tried several methods to extend this work to the classification of pitch accents into the different ToBI pitch accents categories, and we’ve been forced to conclude that BURNC does not contain enough examples of the infrequent pitch accents to train a neural network detector. In the future we will explore hybrid methods, e.g., maximum-margin training criteria and other small-dataset methods, to see if such hybrid methods can give better performance for the detection of infrequent label categories in ToBI.
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