Time-varying score reliability prediction in speaker identification
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Abstract

The present work proposes a method for estimating confidence in speaker identification scores in the time domain. The motivation for this work comes from forensic fingerprinting, where confidence in a captured fingerprint’s capacity to successfully identify its source is determined by the clarity of the print, but, crucially, this clarity may not be consistent across the print. Hicklin et al. [1] propose a standard for assessing confidence in different regions of a fingerprint based on this clarity, allowing for nuanced analysis of fingerprint biometric information. Speech audio poses a similar problem for speaker identification (SID), where there may be variability in the reliability of the scores output by the SID system for different time segments of an audio sample. Here we evaluate acoustic characteristics that can be directly measured from audio to evaluate SID score reliability over time segments of equal length.¹

1. Introduction

Speaker identification (SID) aims to identify an unknown speaker of an audio sample. This is done by assessing whether the speech in the sample of unknown source is sufficiently similar to a known speaker, but the reliability of this assessment is impacted by the quality of the audio. The experiment here sought to identify directly measurable acoustic qualities of audio that predict how SID score reliability may vary throughout an audio sample as audio conditions change. We investigate both speaker-intrinsic factors (specific to the speech or speaker, such as amount of voicing or native language) and speaker-extrinsic factors (specific to the recording environment, such as channel or background noise).

Previous measures of confidence that can be directly quantified from audio have mainly focused on qualities that are related to clarity of the signal. Signal-to-noise ratio (SNR) has been commonly considered [2, 3, 4, 5, 6], as well as degradation due to reverberation [2], or other forms of signal degradation [2, 3]. Shimmer and jitter [3], the cycle-to-cycle changes in amplitude and frequency (respectively) of a periodic signal, have also been considered as predictors of SID confidence. Additional quantitative measures have included duration [5, 6] and number of speech frames [3]. Models that discarded trials based on some measure of noise tended to show reduced equal error rate (EER). Metadata that are not as directly measurable, such as channel type/mismatch [5, 6], emotional valence/arousal [7], and language [8, 9] have also been shown to improve estimations of confidence.

Further, many of these studies assume that these acoustic qualities pertain to an entire audio file. The present study considers short time segments to determine whether it would be possible to capture how the reliability of SID scores might vary of the course of a sample.

2. Methods

2.1. Data

We developed acoustic quality candidates using the Language and Speaker Recognition (LASR) corpus [10]. Three hundred speakers were recorded both in their native language (100 each of Arabic, Spanish, and Korean) as well as English (varying non-native proficiency and experience). Speakers were recorded both reading a set of texts designed to sample the phonetic space as well as engaging in conversation with another speaker; the interlocutor’s speech was omitted from the dataset analyzed here. There were two recording sessions for every speaker in every language and style condition. Seven microphones of varying quality and distance from the speaker (cassette recorder (Cm), desk mounted (Dm), omnidirectional (Om), studio (Sm), and two 7 telephone microphones (Tm and Tk)) simultaneously recorded each speaker at a sample rate of 16 kHz.

2.2. Investigated factors

2.2.1. Audio quality measures

SNR was hypothesized to predict reliability in SID scores, with cleaner audio resulting in more reliable scores. Two SNR algorithms, the NIST Quick SNR and Wada SNR, are tested here. Kurtosis of LP residuals, a measure of reverberation [11, 12], was hypothesized to predict reliability because distortion caused by reverberation could prevent accurate identification or embedding extraction.

Speech activity detection (SAD) was also hypothesized to predict SID reliability, with a greater proportion of speech hypothesized to result in more reliable scores. We used our own SAD system, which is DNN-based with two hidden layers containing 500 and 100 nodes, respectively. The SAD DNN is trained using 20-dimensional Mel-frequency cepstral coefficients (MFCC) features, stacked with 31 frames. Before training the SAD DNN, the features were mean and variance normalized over a 201-frame window. The output scores are smoothed with a 0.5-sec long window. Finally, the detected

¹NOTICE This software (or technical data) was produced for the U. S. Government and is subject to the Rights in Data-General Clause 52.227-14, Alt. IV (May 2014) – Alternative IV (Dec 2007) © 2022 The MITRE Corporation.

²A third telephone microphone is excluded from the analysis here because it recorded traces of the interlocutor’s voice.
speech segments are padded by a third of a second. Several measures were taken: mean and median overall SAD LLR, mean of LLRs greater than 0, mean of LLRs greater than 0.5, and mean of LLRs greater than 1.

2.2.2. Voice qualities

Many speaker characteristics that have been identified as useful for speaker identification are properties of source (vocal fold) harmonics, such as harmonics-to-noise ratio (HNR [13]), or how those harmonics are filtered (vocal tract resonances), i.e., formants and their dynamics [14, 15, 16]. Most of these characteristics are more difficult, if not impossible, to measure in unvoiced speech. We therefore hypothesized that regions of audio containing higher proportions of voiced speech would produce more reliable SID scores than regions containing more unvoiced speech (voiceless consonants or whispered speech).

We measured several qualities related to voicing: mean voicing probability score (each frame given a binary score reflecting likelihood of voicing), mean autocorrelation peak (as a measure of periodicity), and mean and standard deviation of spectral tilt. Standard deviation of spectral tilt was predicted to highlight audio segments that might contain anomalies such as a prolonged vowel, which may provide less information than multiple syllables. Similarly, a higher standard deviation in spectral tilt would suggest larger a variety of speech segments that might paint a fuller picture of a speaker’s voice. All voicing qualities were computed with modifications to get_f0 [17, 18]. We also investigated several factors which we expected to reflect aspects of the recording environment or equipment: shimmer, jitter, and HNR.

2.3. Analysis

All statistics were done in R [19].

2.3.1. SID systems

Speaker recognition experiments in this work are based on speaker embeddings using two different backends: PLDA [20] and DPLDA [21].

We use a multi-bandwidth speaker embeddings network based on 16 kHz PNCC features of 30 dimensions extracted from a bandwidth of 100–7600 Hz using 40 filters and root compression of 1/15. We train on both 8kHz and 16kHz audio was upsampled to 16 kHz prior to feature extraction. The architecture of our embeddings extractor DNN follows the Kaldi recipe [22], and specific details on data and our general augmentation process can be found in [23].

The training data for the backend was a one-third sampling of the embeddings training dataset. All embeddings are first transformed by LDA from 512 to 150 dimensions. Mean normalization is then applied to the LDA-reduced embeddings, with the mean calculated from the backend training dataset. Length normalization [24] is then applied before PLDA [25] or DPLDA modeling [21].

2.3.2. Performance testing of development dataset

All sound files in the development set were divided into two-second segments. For every language, speaking condition, and microphone, speakers were enrolled in the SID system using segments from one recording session and were tested on the other session. There were no cross-condition trials. For example, an enrolled (first session) sample of speech that came from a native Spanish speaker producing English conversation recorded by the camcorder microphone would only be tested against segments containing native Spanish speakers producing English conversation as recorded by the camcorder microphone in the second session. Each trial produced a log-likelihood ratio (LLR) reflecting the likelihood that the test sound file was produced by the same speaker in the enrolled file. For each comparison of enrollment vs. test audio files, the 2-s segments of the enrollment were exhaustively compared to the 2-s segments of the test file. These formed target trials, while the non-target trials were formed by exhaustively comparing each enrollment file to each test file from the non-target speakers. This allowed us to generate an EER for each test file. Candidate acoustic qualities were assessed by their correlation with EER (Pearson’s r). EER was also used to assess systematic differences in condition on SID performance. All frame-level acoustic qualities were extracted every 10ms from the 2-s audio segments.

3. Results

The plots in Figures 1 and 2 show EER differences in performance among the recording conditions, with better performance...
(left-shifted distributions) for closer-talking microphones (Sm, Tk, Tm), and better scores for read speech (right columns) rather than conversational (left columns). There were pronounced differences when speakers were producing their native language (top rows) relative to English (non-native, bottom rows), but this is most clearly seen during the read condition, where the difference in average EER was 4% for both systems. These differences persisted across system type (PLDA vs. DPLDA). There was also better performance for read speech than conversational in the native speaking condition only (4% benefit in PDLA, 5% for DPLDA).

3.2. EER prediction

![Figure 3: Speech activity predicts EER (PLDA shown)](image)

Figure 3: Speech activity predicts EER (PLDA shown)

![Figure 4: Microphone channels are well-separated by shimmer values.](image)

Figure 4: Microphone channels are well-separated by shimmer values.

A full table of Pearson’s correlation coefficients can be found in the table in Section 6; because this work is exploratory, no p-values are reported because significance may have been inflated due to the sheer number of comparisons. All correlations were weak to moderate. In the results that follow, the first and second $r$ values given correspond to the PLDA and DPLDA systems, respectively. The strongest correlations with EER were found for average SAD LLR score ($r = −0.4, −0.33$, shown in Figure 3), standard deviation of spectral tilt ($r = −0.31, −0.28$), DC offset ($r = 0.26, 0.19$), and kurtosis of LP residuals ($r = −0.27, −0.20$). HNR had a similar correlation with EER ($r = −0.21, −0.2$) as NISTQuick SNR ($r = −0.22, −0.23$). Shimmer showed a positive relationship with EER ($r = 0.21, 0.21$) All other relationships had correlation coefficients of $|r| < 0.15$.

![Figure 5: The relationship between EER (PLDA results shown) and shimmer is driven by microphone channel.](image)

Figure 5: The relationship between EER (PLDA results shown) and shimmer is driven by microphone channel.

We compared the power of these acoustic qualities to predict EER in both the PLDA and DPLDA systems. The two systems performed comparably, with an average EER of 24% for DPLDA and 19.5% for PLDA, and scores showed a strong correlation between the two systems ($r = 0.63$).

Some acoustic qualities predicted EER because they predicted channel. For example, distributions of local shimmer values were well-defined by microphone channel, as shown in Figure 4. Indeed, there was a relationship between shimmer and EER, but this relationship was almost entirely driven by channel type: within channel, correlations between shimmer and EER ranged from $−0.15$ (camcorder microphone) to 0.06 (desk microphone), but the correlation over the entire set was 0.21, which appears to be in part driven by higher EER values in channel Om (Figure 5). In this way, these acoustic qualities were capable of making coarse-grained predictions due to recording condition, but they were not able to make finer-grained predictions about which files were likely to show better performance within a condition.

3.3. Heteroskedasticity

Several acoustic qualities measured here exhibited a heteroskedastic relationship between the value of the acoustic quality and the EER of the file: in many cases, one extreme of the quality predicted low EER, but the other extreme of the same quality did not necessarily predict high EER. For example, high standard deviation of spectral tilt was only measured in files with low EER, but files with a low standard deviation in spectral tilt could correspond to files with a range of EER values, as shown in Figure 6. In this case, there may have been multiple sources of low standard deviation in spectral tilt, such as environmental (low-fidelity microphone response) or speech content (a single elongated vowel during the audio segment). Other qualities showing a heteroskedastic (and often weak) relationship with EER included shimmer, F0 standard deviation, and kurtosis of LP residuals. For all of these acoustic qualities, one extreme of values predicted low EER, but the other extreme did not make predictions about whether the audio segment could be used to give a reliable score or not.
Several acoustic qualities tested here showed moderate power in predicting EER of a short segment of audio. Average SAD LLR score relates to the amount of speech that was detected, so it is unsurprising that it showed a strong relationship with EER. The standard deviation of spectral tilt, which also had one of the stronger correlations with EER, may reflect variability in the representation of the phonetic inventory, meaning that higher values would indicate a greater variety of phone types available in the sample. Low values may indicate a smaller number of phone types, but it could also reflect a particular channel’s spectral smearing or fidelity, which could also contribute to a higher EER.

NIST Quick SNR had a moderate correlation with EER ($r = -0.22$), suggesting that, as expected, the noise on a channel or in the background can hinder SID performance. HNR was similarly correlated with EER, but it was also well-correlated with NIST Quick SNR ($r = 0.64$), suggesting that both measures may have been measuring some of the same qualities in the audio.

Contra the hypothesis that voiced speech may prove more predictive of SID performance than unvoiced speech, there was a negligible negative relationship ($r = -0.06, -0.02$) between mean frame voicing probability and EER. This result may indicate that while there may be many possible measurable qualities of voiced speech that are useful for distinguishing speakers from each other, qualities of unvoiced speech (e.g. sibilant peak frequency) may also be powerful factors.

EER also differed by recording condition, replicating the microphone channel results from earlier studies discussed above. Additionally, the type of speech context (reading or conversational) as well as nativeness may also be important factors, at least in shorter snippets of audio. Better SID performance in native read speech relative to non-native read speech may be explainable by a greater presence of frames containing speech in this condition, perhaps due to increased fluency. The amount of speech did not differ between native and non-native speech in the conversation context, so it remains unclear what is driving the performance difference between speakers in this condition.

5. Conclusion

Several acoustic qualities that can be directly measured from audio were shown to have some ability to predict the reliability of SID scores, even in very short segments of audio. Combining these qualities with audio metadata, such as language spoken, channel, and speaking style could be used to produce nuanced reliability scores that vary throughout an audio file, allowing SID users to extract the parts of a file that are most useful while discarding or down-weighting minimal data. The results here did not differ significantly between the PLDA and DPLDA SID systems, suggesting these results have the potential to be robust to different systems.

6. Appendix

Correlations between acoustic qualities and both EER measurements is shown in Table 1. A full table of correlations among the qualities tested is shown in Table 2.

<table>
<thead>
<tr>
<th>DPLDA EER</th>
<th>PLDA EER</th>
</tr>
</thead>
<tbody>
<tr>
<td>DPLDA EER</td>
<td>1.00</td>
</tr>
<tr>
<td>PLDA EER</td>
<td>0.63</td>
</tr>
<tr>
<td>DCOffset</td>
<td>0.19</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>-0.26</td>
</tr>
<tr>
<td>WadaSNR</td>
<td>-0.13</td>
</tr>
<tr>
<td>NISTQuickSNR</td>
<td>-0.23</td>
</tr>
<tr>
<td>SDMnLLR</td>
<td>-0.33</td>
</tr>
<tr>
<td>SDMnLLR&gt;0</td>
<td>-0.06</td>
</tr>
<tr>
<td>SDMn&gt;0.5</td>
<td>-0.04</td>
</tr>
<tr>
<td>SDMnLLR&gt;1</td>
<td>-0.04</td>
</tr>
<tr>
<td>SDMedLLR</td>
<td>-0.32</td>
</tr>
<tr>
<td>stdevF0Hz</td>
<td>0.07</td>
</tr>
<tr>
<td>HNR</td>
<td>-0.20</td>
</tr>
<tr>
<td>localJitter</td>
<td>0.10</td>
</tr>
<tr>
<td>localShimmer</td>
<td>0.21</td>
</tr>
<tr>
<td>voProbMn</td>
<td>-0.02</td>
</tr>
<tr>
<td>acPkMn</td>
<td>-0.11</td>
</tr>
<tr>
<td>acPkMed</td>
<td>-0.15</td>
</tr>
<tr>
<td>tiltMn</td>
<td>0.00</td>
</tr>
<tr>
<td>tiltSd</td>
<td>-0.28</td>
</tr>
</tbody>
</table>

Table 1: Correlation table between both EER measures and all acoustic measures. Correlations stronger than ± 0.25 are bolded.
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<table>
<thead>
<tr>
<th>DC Offset</th>
<th>LPresKurtosis</th>
<th>Wada SNR</th>
<th>NISTQuick SNR</th>
<th>SADmnLLR</th>
<th>SADmnLLR&gt;0</th>
<th>SADmnLLR&gt; .5</th>
<th>SADmnLLR&gt; ...</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.00</td>
<td>-0.31</td>
<td>-0.15</td>
<td>-0.16</td>
<td>-0.23</td>
<td>-0.03</td>
<td>-0.01</td>
<td>0.00</td>
</tr>
<tr>
<td>-0.22</td>
<td>0.24</td>
<td>0.06</td>
<td>0.25</td>
<td>1.00</td>
<td>0.17</td>
<td>0.12</td>
<td>0.96</td>
</tr>
<tr>
<td>-0.03</td>
<td>0.05</td>
<td>0.02</td>
<td>0.05</td>
<td>0.17</td>
<td>1.00</td>
<td>0.47</td>
<td>0.28</td>
</tr>
<tr>
<td>0.00</td>
<td>0.02</td>
<td>0.02</td>
<td>0.12</td>
<td>0.28</td>
<td>0.58</td>
<td>1.00</td>
<td>0.25</td>
</tr>
<tr>
<td>-0.22</td>
<td>-0.15</td>
<td>-0.25</td>
<td>-0.07</td>
<td>-0.02</td>
<td>-0.01</td>
<td>0.00</td>
<td>-0.16</td>
</tr>
<tr>
<td>-0.29</td>
<td>0.41</td>
<td>0.68</td>
<td>0.41</td>
<td>0.31</td>
<td>0.06</td>
<td>0.04</td>
<td>0.05</td>
</tr>
<tr>
<td>0.03</td>
<td>-0.15</td>
<td>-0.37</td>
<td>-0.21</td>
<td>0.33</td>
<td>0.06</td>
<td>0.05</td>
<td>0.04</td>
</tr>
<tr>
<td>-0.23</td>
<td>0.24</td>
<td>0.28</td>
<td>0.19</td>
<td>0.03</td>
<td>0.01</td>
<td>0.00</td>
<td>-0.01</td>
</tr>
<tr>
<td>-0.34</td>
<td>0.50</td>
<td>0.45</td>
<td>0.57</td>
<td>0.35</td>
<td>0.06</td>
<td>0.03</td>
<td>0.02</td>
</tr>
</tbody>
</table>

**Table 2:** Correlation table for all features tested in this project. Correlations stronger than ±0.4 are bolded.


