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ABSTRACT
This study investigates the speaker-discriminatory potential of the Standard Chinese compound vowels in their formant dynamics. The first four formants were extracted from spontaneous speech materials. Two different methods (general polynomials and Legendre polynomials) of fitting formant trajectories of the 8 compound vowels from 85 male speakers were used to compute coefficients as input to a random forest classifier. Besides, original values (averages and raw data) of these formant frequencies were also input to the above classifier as benchmarks. The results show that high-frequency formants (F3 and F4) display a greater discriminatory power compared to low-frequency formants (F1 and F2) in [ai], [ia], [iou], and [uei] while low formants display greater power in the other 4 nasal compound vowels. As for curve fitting methods, Legendre coefficients perform better than the general coefficients in the random forest classifier, while the means perform worst. Furthermore, formants from [ia], [in] and [iou] are better at distinguishing speakers than other 5 compound vowels.

1. INTRODUCTION

The demand for interpretability of forensic evidence makes the formant features of vowels still one of the most frequently assessed parameters in forensic speaker identification (FSI). As mentioned by [1], vowel segments are considered to deliver information of three different dimensions: the linguistic information which conveys what was said, the social information which conveys the background of the speaker, and the idiosyncratic information. In terms of vowel formants, most studies cited by the widely-known review [2] show that research methodology concentrated on static features of vowel formants may be appropriate in monophthongs, but their conclusions are insufficient to characterize compound vowels like diphthongs and triphthongs, which have multiple articulation targets.

There are two main ways to obtain the dynamic characteristics of compound vowel formants. One method is to select measurement points based on pronunciation targets, such as two measurement points for diphthongs and three measurement points for triphthongs. The problem with this approach is that it is difficult to obtain enough information to characterize the dynamics using two or three data points. Furthermore, it is hard to decide where their targets are or where to measure for some, if not many, vowels. Another approach is to measure multiple points equidistantly or un-equidistantly along formant trajectories and then perform curve-fitting on these measurement points. The advantages of this approach are obvious. One is that a unified framework can be used without having to adapt to different types of vowels, the other is that there are more data points and richer information can be utilized. Therefore, many previous studies [3, 4, 5, 6, 7, 8, 9] have adopted the second approach and proved that dynamic features do have better discriminating power than static features in speaker identification.

The rationality of the above researches seems obvious: the phonetic realization of the formant dynamics, especially in compound vowels, would be strongly subject to the specific implementation, which is hidden in trajectories, of the acoustic targets by the speaker. As Nolan suggested in [10], “the imprint of an individual’s speech mechanism (language, articulatory habits, and vocal tract anatomy combined) will be found to lie more in dynamic descriptions than in static descriptions.”

As for methods of fitting formant trajectories, many researchers [3, 4, 5, 6, 7] used general polynomials with linear, quadratic, and cubic functions as basic elements for their rationality of the above researches seems obvious: the phonetic realization of the formant dynamics, especially in compound vowels, would be strongly subject to the specific implementation, which is hidden in trajectories, of the acoustic targets by the speaker. As Nolan suggested in [10], “the imprint of an individual’s speech mechanism (language, articulatory habits, and vocal tract anatomy combined) will be found to lie more in dynamic descriptions than in static descriptions.”

To solve the above problems, this study investigates the dynamic acoustic properties of 8 compound vowels of Standard Chinese, [ai], [an], [ia], [iæ], [in], [in], [iou], and [uei] and proposes to use Legendre polynomials, the important members of the orthogonal polynomial family, to fit formant trajectories.

2. MATERIAL AND METHODS

2.1. Speakers and speech material

The total number of speakers in this study was 85. They were all male speakers selected from RASC863 (Regional Accented Speech Corpus funded by National 863 Project) [11] and RASC863-G2, a Chinese speech corpus with 10 regional accents of Shanghai, Guangzhou, Chongqing, Xiamen, Changsha, Luoyang, Nanchang, Nanjing, Taiyuan and Wenzhou respectively. There are more than 1000 male speakers in the corpus.

As the name of the corpus suggests, every speaker in the corpus speaks Standard Chinese with a certain degree of accent due to the influence of their native dialect. In China, the accent of Standard Chinese is categorized into three levels and each level can be divided into two degrees, where A-1 is the best and C-2 is the worst. To make sure the compound vowels in this study are consistent and close to what they should be, each speaker should have an accent category of B1 or above.
In order to ensure sufficient input for subsequent classification tasks, each speaker should have at 10 tokens of each compound vowels above. We choose 85 male speakers who meet these conditions. The ages of these speakers ranged between 18 and 50 years old at the time of recording.

The content of speech material for each speaker is a 4–5-minute spontaneous recording on a specific topic, so, we have 85 recordings in this study. All speech recording files were in 16000 Hz, 16 bit, wav format.

2.2. Annotation

All raw data used in this study were extracted using Praat scripting, which must be based on annotations. Speech transcriptions of RASC863 and RASC863-G2 are accessible. However, no ready-made annotation suitable for compound vowels research is available. Montreal Forced Aligner [12] is used to generate syllable-level annotations automatically based on speech transcriptions.

We manually checked 10 annotation files randomly selected, and found no boundary limit errors worth fixing. Therefore, annotations have not been modified in any way. Figure 1 shows an example of textgrid file generated by Montreal Forced Aligner.

![Figure 1. Sample syllable alignment with tones generated by MFA for “平民百姓来说”](image)

2.3. Measurements

2.3.1. Acoustic Analysis

Praat (version 6.1.42) [13] was used to perform acoustic analysis. We adopted a popular setting for extracting formant frequencies from male speakers (25 ms analysis window, 2.5 ms time step, pre-emphasis from 50 Hz, Burg algorithm, maximum formant frequency of 5000 Hz, and 5 formants). For each vowel, the total duration was divided into 15 equal parts and only the first four formant frequencies were tracked and averaged at each part using a Praat script. That is to say, there are 60 data points for each vowel. Only some of the results were checked by one author using FFT spectral slices but no anomaly was corrected because the amount of data was large and the accuracy of automatic annotation was high in most cases. Table 1 and figure 2 show the formant frequencies of [ai] from a Changsha speaker.

| Table 1. F1-F4 frequencies of an [ai] from speaker Changsha_male_001 |
|-------------------|-------------------|-------------------|-------------------|-------------------|
| F1                | F2                | F3                | F4                |
| 726.22            | 1539.09           | 2714.68           | 3605.34           |

![Figure 2. F1-F4 scatterplot of that [ai] from speaker Changsha_male_001](image)

2.3.2. Curve Fitting

After formant frequencies were obtained, two different ways of fitting trajectories were performed: general polynomials orthogonal polynomials. These procedures are used to transform original data points into coefficients of these polynomials, thus realizing dimension reduction as well as grasping the dynamics of trajectories.

The first way of trajectory fitting approximates formant frequencies using the general polynomial of different degrees, which has the form below,

\[ P(x) = a_nx^n + a_{n-1}x^{n-1} + a_2x^2 + a_1x + a_0 \]  \hspace{1cm} (1)

where \( a_n \) is the order of the polynomial function and \( a_n \) represents its coefficient. For example, a 4th order polynomial function is shown in equation (2),

\[ a + bx + cx^2 + dx^3 + ex^4 \]  \hspace{1cm} (2)

where \( a, b, c, d, e \) are its coefficients.
The second method of trajectory fitting follows the same principle as the first one, which minimizes the residual sum of squares between original values and predicted values. However, terms of the general polynomial function are not orthogonal, which makes them not perfect for many statistical analysis techniques.

Orthogonal polynomials can solve this problem. Orthogonal polynomials are classes of polynomials \( \{p_n(x), n = 0,1,\ldots\} \) defined over a range \([a,b]\) that obey an orthogonality relation,

\[
(P_n, P_m) = \int_a^b \rho(x)p_n(x)p_m(x)dx = \delta_{nm}
\]

where \( \rho(x) \) is the weight function.

Legendre polynomials are important members of orthogonal polynomials with the form as shown in equation (4):

\[
P_n(x) = \frac{1}{2^n \cdot n!} \frac{d^n}{dx^n}[(x^2 - 1)^n], n = 0,1,2,\ldots
\]

which is defined in the interval \([-1,1]\).

The first five degrees of Legendre polynomials are shown as equation (5) to equation (9).

\[
P_0(x) = 1
\]

\[
P_1(x) = x
\]

\[
P_2(x) = \frac{3}{4}x^2 - \frac{1}{4}
\]

\[
P_3(x) = \frac{5}{8}x^3 - \frac{3}{8}x
\]

\[
P_4(x) = \frac{35}{8}x^4 - \frac{15}{4}x^2 + \frac{3}{8}
\]

Their graphs (except \( P_0 \)) are depicted in Figure 3.

For each formant trajectory \( f(x) \), we approximate it by an \( m \)-th order Legendre polynomial in the form of equation (10),

\[
f(x) = \sum_{k=0}^{m} c_k p_k
\]

where \( c_k \) is its \( k \)-th order coefficient, \( p_k \) is \( k \)-th order Legendre polynomial, and \( m \) is the highest order. Generally, \( P_0 \) stands for the mean of values, \( P_1 \) stands for the first derivative of the trajectory, \( P_2 \) stands for the second derivative, etc.

In this study, curve fitting and the calculation of coefficients are performed by NumPy, a package for scientific computing with Python.

Curve fitting using polynomials or Legendre polynomials is not a new thing in speech science. [4] reached a high precision with three degrees of general polynomials using linear discriminant analysis, [14] combined general polynomial coefficients with other features as input to SVM, [15, 16, 17, 18, 19] all used specifically Legendre coefficients to represent dynamics of fundamental frequencies and gained improved results in various tasks. Furthermore, as demonstrated in [20], general polynomials and Legendre polynomials will produce the same curve for the fitted data, as illustrated in Figure 4.

**Figure 3.** Graphs of the first five Legendre polynomials generated by matplotlib

**Figure 4.** Fitting curves of data points in table 1 by four degrees of general polynomials and Legendre polynomials are in full accord

However, their coefficients are different, as shown in table 2 and table 3.

**Table 2.** General polynomials coefficients for data points in table 1

<table>
<thead>
<tr>
<th>Coeff</th>
<th>F1</th>
<th>F2</th>
<th>F3</th>
<th>F4</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>827.15</td>
<td>1697.34</td>
<td>2618.30</td>
<td>3680.54</td>
</tr>
<tr>
<td>b</td>
<td>-157.54</td>
<td>-354.57</td>
<td>-351.94</td>
<td>-234.09</td>
</tr>
<tr>
<td>c</td>
<td>-369.16</td>
<td>-1232.65</td>
<td>-201.93</td>
<td>-247.16</td>
</tr>
<tr>
<td>d</td>
<td>265.71</td>
<td>422.41</td>
<td>108.40</td>
<td>162.77</td>
</tr>
<tr>
<td>e</td>
<td>392.44</td>
<td>1203.99</td>
<td>66.25</td>
<td>120.04</td>
</tr>
</tbody>
</table>

**Table 3.** Legendre polynomials coefficients for data points in table 1

<table>
<thead>
<tr>
<th>Coeff</th>
<th>F1</th>
<th>F2</th>
<th>F3</th>
<th>F4</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>782.58</td>
<td>1527.26</td>
<td>2564.24</td>
<td>3622.16</td>
</tr>
<tr>
<td>1</td>
<td>1.89</td>
<td>-101.13</td>
<td>-286.90</td>
<td>-136.42</td>
</tr>
<tr>
<td>2</td>
<td>-21.85</td>
<td>-133.77</td>
<td>-96.76</td>
<td>-96.18</td>
</tr>
<tr>
<td>3</td>
<td>106.28</td>
<td>168.96</td>
<td>43.36</td>
<td>65.11</td>
</tr>
<tr>
<td>4</td>
<td>89.70</td>
<td>275.20</td>
<td>15.14</td>
<td>27.44</td>
</tr>
</tbody>
</table>
2.4. Random Forest

“Random forest” is an efficient algorithm introduced by Breiman [21]. The random forest combines a certain number of decision trees [22] in a single prediction model and is a bright gemstone in the field of ensemble learning. It can be applied to regression or classification problems. In classification problems, the algorithm outputs the final result based on the voting results of all decision trees, and thus provides greater accuracy. One of the advantages of the random forest algorithm is that it is insensitive to multi-collinearity in the input data and to variables that do not contribute to the classification strength. In this study, this is important since we will not pre-set any position on which formant will be more important in differentiating speakers, and it is assumed that formant features may be highly correlated. The “random” in random forest refers to the random sampling of variables and data entries in the learning process.

The random forest algorithm was chosen in this study for two reasons: (1) It performs well in many classification tasks in theory and practice. (2) It offers a good feature selection indicator, which is very useful in showing the relative importance of each feature in this study.

The scikit-learn toolkit (v1.0.2) [23] will be used to implement the random forest algorithm in this study.

3. RESULTS

As described in section 2.4, we used a random forest classifier implemented by the scikit-learn toolkit to perform speaker recognition using formant features. For this task, we set the number of trees in the forest to 100, the criterion as “gini” and min_samples_split to 5.

F1 score was chosen as the metric, which is defined as equation (11),

\[
F_1 = 2 \cdot \frac{\text{precision} \cdot \text{recall}}{\text{precision} + \text{recall}} = \frac{TP}{TP + \frac{FP + FN}{2}}
\]

where TP, FP and FN are the number of true positives, false positives and false negatives classified by the model.

Table 4 shows the F1 scores of the eight compound vowels from three kinds of input (averages, general coefficients, Legendre coefficients).

![Figure 5. Feature importance based on mean decrease in impurity from [ai]’s Legendre coefficients](image)

As shown in figure 5, the first coefficients of F4 (f4_0) and F3 (f3_0) are the most important features in differentiating speakers. However, not all vowels show the same tendency. In our study, only [ai], [ia], [iou], and [uei] display a greater discriminatory power in terms of feature importance in higher formants compared to lower formants. Table 5 shows details.

Table 5. The importance ranking of each formant in discriminating speakers with random forest model

<table>
<thead>
<tr>
<th>Vowels</th>
<th>1st</th>
<th>2nd</th>
<th>3rd</th>
<th>4th</th>
</tr>
</thead>
<tbody>
<tr>
<td>[ai]</td>
<td>F4</td>
<td>F3</td>
<td>F1</td>
<td>F2</td>
</tr>
<tr>
<td>[an]</td>
<td>F1</td>
<td>F2</td>
<td>F3</td>
<td>F4</td>
</tr>
<tr>
<td>[ia]</td>
<td>F3</td>
<td>F4</td>
<td>F1</td>
<td>F2</td>
</tr>
<tr>
<td>[ian]</td>
<td>F1</td>
<td>F4</td>
<td>F2</td>
<td>F3</td>
</tr>
<tr>
<td>[in]</td>
<td>F2</td>
<td>F1</td>
<td>F4</td>
<td>F3</td>
</tr>
<tr>
<td>[in]</td>
<td>F1</td>
<td>F2</td>
<td>F3</td>
<td>F4</td>
</tr>
<tr>
<td>[iou]</td>
<td>F4</td>
<td>F1</td>
<td>F2</td>
<td>F3</td>
</tr>
<tr>
<td>[uei]</td>
<td>F4</td>
<td>F3</td>
<td>F2</td>
<td>F1</td>
</tr>
</tbody>
</table>

As a result, nasal vowels are different from other vowels in their importance rankings of formants’ discriminatory power.

4. CONCLUSION AND DISCUSSION

In this study, we compared two curve fitting methods for capturing formant dynamics of eight Chinese compound vowels. As figure 4 shows, their visual effects in fitting...
trajectories are the same. However, the results in table 4 demonstrate that coefficients from these two kinds of methods perform differently in the random forest model used in this study.

A possible reason is that the general polynomials and the Legendre polynomials have different bases, which makes coefficients from the latter less correlated, or more independent and identically distributed. Machine learning models, such as random forest, love iid. Another possible reason, which might not be mentioned by others, is Legendre coefficients fit the model used in the study better, for reasons unknown.

As for the original data’s best performance, the reason may be that, for a sufficiently complex model, like the random forest model in this study, the more informative the data, the better the results. The model can find extra information, which is lost in the process of dimension reduction.

The differences in formants’ importance rankings of discriminatory power between nasal vowels and non-nasal vowels may originate from inherent flaws in formant measurement using LPC. The LPC is an all-pole model, but the nasal vowels bring zero points from the nasal cavity, making the formant frequencies generated by LPC unreliable.

The implications of the present study’s results on FSI practice may come in two ways. Firstly, there is an everlasting demand regarding the identification of robust parameters in this time-pressing and time-consuming field. If some temporal intervals, such as [ai], [ia] and [iou], are more powerful in discriminating speakers than others, we should invest more time in these segments. Secondly, formant features are usually considered to have higher interpretability in court for many studies in various disciplines and their close relation to physiological characteristics. A deeper understanding of formants’ potential and limits will be helpful in identifying explanatory factors accounting for the speaker’s idiosyncratic features. Therefore, the results of this study provide valuable references for other researches and will promote the development of practice.
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