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Abstract

Studies suggest that the context in which synthetic voices are evaluated has a significant bearing on the evaluators’ assessments of the voices. The present study is based on learners’ evaluations of an Irish synthetic voice which is used in a Computer-Assisted Language Learning (CALL) context. Previous studies have allowed a number of extraneous variables, such as different voices being used or pitch or speech rate manipulations, to enter the study. The present study involves a single synthetic Irish HTS voice being evaluated in three different contexts, one of which is highly interactive, a second less so and a third which does not require the evaluator to perform any specific task. Results show that the voice was rated more favourably when presented in a highly interactive context. This finding has significant implications for the way we interpret the results of evaluations of synthetic voices.
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1. Introduction

The question of how to evaluate synthetic voices has been a subject of discussion for some time now [1]. Criteria such as intelligibility, naturalness and attractiveness are frequently applied though it is not always clear that those who are assessing the voices have a common understanding of what exactly is intended by each of the terms. Handley [2] suggested that one’s judgment of the voices was dependent on the role which those voices had in the context in which they were being judged. Ni Chiaráin [3] suggested that one’s evaluation of the voice was dependent on the degree to which one engaged with the situation in which the voice was being used. The latter study involved three distinct environments which were used as CALL platforms, or serious games, for the teaching of the Irish language to sixteen year-old students. One involved navigating a virtual world in order to complete a task, a second had a rich visual environment with a low level of interactivity, while the third involved a dialogue partner, or chatbot, which had relatively simple graphics but was highly interactive. The synthetic voices in question were HTS voices which were developed as part of the ABAIR initiative at the Phonetics and Speech Lab., CLCS, TCD (www.abair.ie).

It emerged that the platform which involved the highest level of interactivity was scored the highest by learners (N=251). Although the same voices were used for each of the platforms, it was necessary to carry out pitch and speed manipulations on them so that different characters in the various platforms could be distinguished from each other.

The present study examines the relationship between learners’ evaluations of a synthetic Irish voice and the degree of interactivity and engagement which the learners have with the CALL platform in which the voice is being used. It uses a single voice which has not been manipulated thereby reducing the chance of extraneous variables such as pitch or speech rate changes influencing the outcome. The single voice is evaluated in terms of intelligibility, quality and attractiveness in three diverse CALL contexts:

1. a highly interactive context where the learner interacts directly with a chatbot
2. a task-based activity where learners are asked to transcribe sentences as they hear them
3. a non-task-based activity where learners merely listen and follow the text on the screen

Participants are asked to evaluate the voice after each context. The hypothesis is that ratings for the interactive context (1) will be the highest, followed by the task-based context (2), and that the least highly rated will be the non-task-based activity (3), where the activity is such that learners are least likely to be engaged.

This study has significant implications for the way we interpret evaluations of synthetic speech and may account for inconsistent evaluations of the same voice.

2. Motivation and Rationale for this Study

There is a threefold motivation for the present study. Firstly, it wishes to extend the debate on the evaluation of synthetic speech with particular reference to the connectivity between evaluators’ perception of the synthetic voices and the context in which the voices are being experienced.

The second motivation for conducting the study relates to the usefulness of synthetic speech as an aid to language teaching/learning in a CALL context. To date, synthetic speech has been used in a very restricted way for language teaching. Continuous improvements in the quality of the voices could be expected to add greatly to their usefulness as language teaching aids. In the context of interactive CALL platforms, where natural language processing/artificial intelligence is used to create chatbot-type platforms where the computer interacts in a non-linear fashion with the input of human interlocutors, then the synthetic speech is the only type of speech which can be used. The computer can generate an infinite number of responses which could clearly not be pre-recorded. The present study is part of a larger study that aims to evaluate the usefulness of synthetic speech for such a context.

Finally, the study is part of the overall ABAIR initiative, which has developed synthetic voices for the Irish dialects. The Irish language is designated as one of the endangered...
languages by UNESCO [4]. There are relatively few native speakers of Irish available as speaker models for learners and the availability of interactive software programs is similarly restricted. The ABAIR initiative aims to develop interactive Irish language teaching/learning platforms into which the synthetic speech is integrated. This study important to provide an evaluation of the suitability of the synthetic voices for such platforms at this stage in their development.

3. Literature Review

To date, text-to-speech (TTS) synthesis has not been used very frequently as an integral part of Computer-Assisted Language Learning (CALL) systems [5]-[7]. In earlier years this was largely because of the relatively poor quality of the synthetic voices and their inability to closely imitate the human voice [8]. More recent advances in the development of TTS have now reached the point where most systems are almost 100% intelligible [1]. Indeed, in one case, language learners found it difficult to distinguish between natural and synthetic speech [1], [9]. Despite the advances and the vastly improved quality of many of today’s synthetic voices the observations of Keller and Zellner-Keller [10] that they are insufficiently expressive and lack any form of human emotion, are still valid to-day.

The greatest weakness being reported in TTS being used for CALL purposes is at the suprasegmental level of production where it lacks appropriate prosody with the result that listeners can experience difficulty in focusing on the output leading to lower levels of comprehension than would be the case for a natural voice [11].

To date, synthetic speech in CALL platforms have tended to be used for the teaching of individual skills such as listening comprehension, reading or pronunciation skills [6], [12], [13]. Modern approaches to language teaching favour the learner being involved in a task in a communicatively interactive way, using the target language in order to achieve some pre-defined goal. Some language learning ‘games’ are emerging which allow the learner to interact with a virtual interactive dialogue partner, or chatbot, in a non-linear fashion so that so that the output responds to the input of the learner in an individualized fashion. This type of platform is frequently referred to as a ‘serious game’. Until recently there have been few instances of the integration of TTS into serious CALL games [14]-[17]. The use of TTS synthetic voices becomes essential in CALL platforms which are genuinely interactive in a non-linear fashion. In this situation pre-recorded voices cannot be used as there may be a near infinite number of possible responses. Since we are at the very initial stages of integrating synthetic voices into interactive CALL platforms with dialogue games we must now revisit the criteria by which TTS is evaluated in order to establish its fitness-for-purpose in this evolving context [18].

King [1] suggests that subjective listening tests are the only sure way to evaluate synthetic speech. Diagnostic or comparative laboratory tests may not equate to the perceptions of the human brain. Furthermore, when the objective is a learning context, it is vital that the adequacy of the voice be assessed by learners, where additional factors such as cognitive load are realistically mimicked. When one introduces subjectivity to any evaluation then context and evaluators’ characteristics come into play. The effects of context in visual perception have been well documented and there are numerous examples of how the perception of objects changes when its context changes without any physical changes in the object itself [19]. This same phenomenon, though less widely reported, occurs in the case of auditory perception. Situational context has been described in terms of the psychological, social, physical, physiological and linguistic constraints which come to bear on the individual’s perception of auditory cues [20] [21] [22] [23], [24]. The phenomenon known as the ‘McGurk Effect’, for example, illustrates the multimodal nature of speech perception since it takes auditory and visual cues in processing an auditory stimulus [25]. Similiarly, Munhall et al. noted the relationship between physical head movements and linguistic meaning amongst Japanese speakers [26].

Context and perception are inextricably linked and consequently evaluations of phenomena such as synthetic speech remain somewhat elusive [1]. Evaluators’ judgments vary with context, as in the case in the perception of natural language, and the literature draws attention to a variety of factors found to influence perceptions of synthetic speech. It has also been suggested that a learner’s evaluation may be quite different to that of a native speaker. Kang et al. [7] found that learners’ general listening comprehension abilities influenced their ratings of synthetic voices. Stern et al. [27] suggested that synthetic voices are judged more positively when they are presented as emanating from a computer rather than being human voices. Cryer and Home suggested that listeners’ predisposition to synthetic speech based on their previous experiences with it may influence their attitude or prejudices towards it [28]. One may reasonably claim that the context in which synthetic speech is being judged has an influence on the listeners’ evaluations of it. Ni Chiaráin suggested that in the case of a CALL platform, one’s evaluation of synthetic speech may be highly influenced by one’s perceptions of other facets of the platform such as graphics, plot, attractiveness, playfulness, etc. [3].

4. Research Design & Experimental Setup

The present study examines the degree to which learners’ perceptions of one Irish TTS synthetic voice (see Section 4.2) vary within three diverse CALL contexts (see Section 4.3).

4.1. Experimental setup

Three schools were selected for participation in this study. These are Irish-medium schools and were selected to ensure participants would have a high level of Irish. This was done to ensure the scores for intelligibility weren’t affected by lack of knowledge of the language, although it is important to mention that the students may not necessarily be familiar with the dialect spoken by the HTS system.

It was decided to use a 6-point Likert scale to elicit the subjective intelligibility, quality and attractiveness ratings from the participants. This was intended to avoid the tendency of respondents to opt for the mid-point in a 5-point scale. Selections to the level of one decimal point were made possible. It was felt that allowing ratings to a level of one decimal point would allow respondents to give a more fine-grained response rather than relying on whole numbers. The scale was presented in the form of a sliding bar where the default was set at the midpoint of 2.5 and participants were free to drag the slider to the left towards 0 or to the right towards 5. Meaningful statements labels the axes (e.g. Intelligibility: 0 “impossible to understand” to 5 “very easy to understand”). This configuration allows for the calculation of
a mean score for scale items which can then be used to produce the parametric mean and standard deviation.

It was decided to host the evaluations online so that they could be delivered to students in their own school environment. Each student worked individually and was equipped with a set of headphones to listen to the speech output.

On the evaluation day, students were given a broad general introduction to the area of speech and language technology by the researcher as well as a short introduction to the Irish ABAIR initiative. This entailed explaining that the project aimed to develop multi-dialect synthetic voices for Irish. It was not specified to the students how many voices were involved in the initiative, rather that all three of the main dialects of Irish were represented. They were told that they were evaluating the synthetic speech and that their opinions were valued because of their advanced level of Irish. They were given a half an hour to work individually at their computers and were presented with three diverse CALL contexts in random order. Each context used an embedded synthetic voice. A pre-evaluation questionnaire was presented to students to elicit some basic background information, such as gender and age. Empty text boxes inviting feedback were included on each page of the evaluation.

4.2. One HTS voice

A synthetic voice was built with HTS [29] using a corpus recorded from a middle-aged male speaker of the Connaught dialect of Irish. This voice was built based on c. 3,000 utterances at a 32 kHz sample rate. An example of the synthetic voice can be heard by visiting www.abair.ie, selecting ‘Conamara HTS’ and synthesizing some Irish text.

4.3. Three CALL contexts

The three diverse CALL contexts were presented to students in random order to limit as much as possible fatigue impacting on the scoring of any individual context.

4.3.1. A highly interactive context

Students were given the opportunity to have a playful, non-directed interaction with a chatbot call Taidhgín which was developed as a prototype spoken dialogue system by Ní Chiaráin [3]. Taidhgín is a chatbot in the form of a monkey who appears as though he is engaging in conversation by typing prompts or responses into a laptop (see Figure 1). Learners make their input by typing into a text box. Irish does not yet have a speech recognition system and hence the only input possible for now is in text form. The chatbot is built on the basis of pattern matching and responds to input from a database of preprogrammed content, which is appropriate to the language level of a 16-17year old learner in the Irish school system. For more details on Taidhgín see Ní Chiaráin and Ni Chasaide [18]. Students were not given a specific time limit for interacting with the chatbot but most spent 10-15 minutes in the engagement.

4.3.2. A task-based activity

In this activity the evaluators were asked to transcribe 20 sentences as they heard them. The sentences were composed especially for this evaluation – the language used was at an appropriate level of difficulty for the target group, using vocabulary which belongs in the domain of schooling and is commonplace for them. Once synthesized, there were no modifications made to the output. All sentences were unseen and students were asked to orthographically transcribe them. Each sentence was decontextualized and presented in random order with no common semantic connections between them. Students were free to listen repeatedly, if necessary. The average sentence length was 13.45 words. The time spent was comparable to the interactive context (c. 10-15 minutes).

4.3.3. A non-task-based activity

Students were asked to listen to a continuous piece of prose enunciated by the synthetic voice. Unlike the sentences in the previous context, these formed a coherent whole and evaluators could also read the script on screen. It was comprised of 421 words divided into 3 separate sections and lasted 2 minutes 23 seconds. As in the previous two contexts, the content and difficulty level were considered appropriate and there was no restriction on the number of repeats they were allowed to make. Typically, this task took about 5 minutes.
Figure 2: Context 3-long text for students to listen to and rate. After completing each activity, students was asked to rate (1) the intelligibility, (2) the quality, and (3) the attractiveness of the synthetic voices. It was not specified to the students that it was the same voice had been used in all three contexts.

5. Results

Participants (N=52) were from three Irish-medium schools in an urban setting. The group was predominantly female (N=38) and all were 16-17 year old pupils in their fourth and fifth years of post-primary education. While they have had their education through the medium of Irish and may be described as having a high level of language ability, nevertheless they are based in neighbourhoods where English is the predominant language and many may not be familiar with the Connacht dialect used for this evaluation.

Subjective ratings on a 6-point Likert scale were given by each participant. The arithmetic mean was calculated and ratings for the intelligibility, quality and attractiveness of each of the three CALL contexts are shown in the table below.

5.1. Intelligibility

Table 1 shows clearly a high level rating for intelligibility in all three contexts. The highest intelligibility rating is given to the voice when it was used for the highly interactive context. In the non-interactive contexts, the task-based activity yielded a slightly higher intelligibility rating than did the non-task based one. These findings support the initial hypothesis that the level of interaction and engagement with the CALL activity would influence judgments concerning the synthetic voice.

One factor should be mention which might conceivably have influenced the present results. The initial conversational turns with the chatbot entailed very short greeting sentences. It is possible that this served as a warm up so that learners relaxed and felt they got to know the character and the game and that this contributed towards a sense of the synthesis being more intelligible. While it is unlikely that this would account for the appreciable and consistent difference that emerged, this contributed towards the ratings for attractiveness are lower than for either intelligibility or quality, the scores (close to the midpoint of the appreciable and consistent difference that emerged, this contributed towards the ratings for attractiveness are lower than for either intelligibility or quality, the scores (close to the midpoint of the present diverse CALL contexts.)

Table 1: Mean ratings on a 6-point Likert Scale (0-5) for 3 diverse CALL contexts (N=52).

<table>
<thead>
<tr>
<th>Context</th>
<th>Intelligibility</th>
<th>Quality</th>
<th>Attractiveness</th>
</tr>
</thead>
<tbody>
<tr>
<td>Context 1 interactive</td>
<td>4.1</td>
<td>3.5</td>
<td>2.4</td>
</tr>
<tr>
<td>Context 2 task-based</td>
<td>3.4</td>
<td>3.4</td>
<td>2.4</td>
</tr>
<tr>
<td>Context 3 non-task-based</td>
<td>3.3</td>
<td>3.3</td>
<td>2.3</td>
</tr>
</tbody>
</table>

5.1.1. Transcription Results and Intelligibility

Further indicators of an overall high level of intelligibility of this synthetic voice (regardless of context) is provided by the transcriptions made by students in the task-based context. The vast majority of utterances were successfully transcribed. The few errors which did arise fell into two categories: (1) errors associated with students’ own fossilized language level where they used a grammatically incorrect version of a phrase even though they had been presented with the grammatically correct utterance (see example in Table 2), and (2) Mondegreens, where the students erroneously transcribed phrases bearing a close phonetic resemblance to the prompt (see example in Table 3).

Table 2: grammatical error in transcriptions.

| Prompt: An bhfuil tú cinnte nach bhfuca tu dúine ar bith ar an mbéalach abhaile? | Are you sure you didn’t see anyone on the way home? | ✓ An bhfuca tú ...? (Did you see...?) Chonaic. (Yes) Nach bhfuca tú ...? (Didn’t you see...?) Ní fhaca (No) |

Table 3: example of Mondegreen in transcriptions.

Table: Mean ratings on a 6-point Likert Scale (0-5) for 3 diverse CALL contexts (N=52).

<table>
<thead>
<tr>
<th>Utterance</th>
<th>IPA</th>
<th>Translation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prompt: ealain is mó a thaimiúil lom cí go bhfuil sé deacair sí blithea a dhéanamh as ealain</td>
<td>j f i a v a j e y o</td>
<td>Art is my favourite even though it’s hard to make a mountain from art</td>
</tr>
<tr>
<td>Student: ealain is mó a thaimiúil lom cí go bhfuil sé deacair *slabh a dhéanamh as ealain</td>
<td>j f i a v a j e y o</td>
<td>Art is my favourite even though it’s hard to make a mountain from art</td>
</tr>
</tbody>
</table>

5.2. Quality

The ratings for the quality of the synthetic voice were fairly similar for all three contexts, but nevertheless the ranking of the ratings were in line with the hypothesis. Overall, these ratings are rather high and are reassuring for potential CALL users. Note that the ratings for intelligibility and quality are identical in the non-interactive contexts. For the interactive context, there is a considerable difference in the ratings for intelligibility and quality.

5.3. Attractiveness

While the ratings for attractiveness are lower than for either intelligibility or quality, the scores (close to the midpoint of
2.5) point to a fairly neutral judgment, as being neither particularly attractive/unattractive.

6. Discussion

The hypothesis is supported by these findings: one HTS voice, several CALL contexts, evoked different reactions. This finding highlights the need to reconsider how and why we evaluate synthetic speech and provides further evidence that context influences our perception of auditory cues.

Of the three measures used in this study, intelligibility is undoubtedly the most critical. It is probably also the most objective since subjective evaluations can be supported by more objective indicators, such as the results of transcription tasks, as was done here. It is interesting to note that while some students got a perfect or near-perfect performance score in the transcription task, they nevertheless evaluated the intelligibility and quality of the speech as falling short of perfect. This may be interpreted as indicating that while the speech is intelligible, nevertheless it may take greater mental effort to understand the synthetic voices than would be the case for natural voices. This greater effort gives rise to the idea of “cognitive loading” [30] and can be expected to depress subjective evaluation scores. Ni Chiaráin & Ni Chasaidie used a formula to produce an intelligibility and clarity index which averaged the subjective and objective scores and argued that this produced a far more realistic representation of the intelligibility of synthetic speech than either measure on its own [31].

Intelligibility is the single most important factor when one is using synthetic speech for interactive language learning games in that it allows the learner to interact with the chatbot in a coherent manner. While intelligibility cannot be sacrificed, a relatively lower rating for quality may not be as critical as it has been shown that learners are more tolerant of the voice when eminates from a machine [28]. The judgments on attractiveness are the lowest of the three measures. One potentially important factor here is that the voice was of a middle-aged male, of rural background and the evaluators were predominantly female adolescents from an urban background. Clearly, the voice they were rating is unlikely to conform to their image of ‘cool’ or ‘attractive’. (We speculate that very different and more positive responses might be obtained from older evaluators from a rural background). Attractiveness is highly subjective and is likely to vary in a way that reflects the evaluation group. Importantly, in the context of game-characters it is only one of many potential attributes one would wish for. For example, an authoritative, formal, friendly, timid or playful voice may be more appropriate depending on the role which is being assigned to the game character in a coherent manner.

In the Irish context, for example, ‘nativeness’, i.e. the native-like quality of the voice is a priority for many, given that the interactive CALL applications aim to remedy the lack of availability of native-speaker models of the language. But beyond the realm of the endangered language, nativeness/authenticity can also be important in assistive technologies, where the synthetic voice becomes the user’s voice.

7. Conclusions

The present results support the initial hypothesis that the context in which the voice is used will affect how it is perceived by the user. It seems clear that the highly interactive playful chatbot was more engaging and that this in itself enhanced listeners’ attitudes towards the synthetic voice.

Results also indicate that the synthetic Irish voice that has been developed as part of the ABAIR initiative is fit-for-purpose for interactive CALL activities and has a very high level of intelligibility among 16-17 year old learners of Irish. In the absence of a wide variety of synthetic voices, as in the case of minority languages, one may still proceed with a voice that is highly intelligible so that learners can engage with the target language in an interactive, task-based manner [34].

The voice deployed here is but one of three current HTS ABAIR voices, spanning the three major dialects and offering choice in terms of gender and age. As further voices are developed, a priority is to ensure that they measure up to the contexts in which they are to be used and for this early consideration of appropriate evaluation criteria will be critical.

8. Acknowledgements

Funding from the Irish Government’s Department of Arts, Heritage, Regional, Rural and Gaeltacht Affairs (ABAIR Initiative) and An Chomhairle um Oideachas Gaeltachta agus Gaelscoiliocht (CabarIrish project) is gratefully acknowledged. Balochas mór leis na múinteoirí agus agus leis na daltaí scoile a ghlac páirt sa taighde seo.

9. References


