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Abstract

This paper reports the building of a limited vocabulary speech recognition system for Sora without a speech database designed specifically for automatic speech recognition (ASR). The system was built using speech data collected in field for acoustic phonetic analysis of the Sora language in Assam, India. As Sora is an under resourced language, the speech database is small and contains recordings of single words. Thus, the system is trained without a language model. There is no available ASR for Sora language and hence, this is the first attempt to build one for the language which may lead to the development of a more robust ASR for the language. The ASR shows better recognition with Subspace Gaussian Mixture Model (SGMM) and Deep Neural Network (DNN) frameworks. While the system performs with adequate accuracy, as expected, phonetically similar words are often misrecognized. 
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1. Introduction

The North-East Indian states of India are rich in linguistic and cultural diversity. More than 200 languages are spoken in this are that belong to several language families, such as the Tibeto-Burman, Indo-European and Austro-Asiatic. While, a diverse population in the area speak these languages, there are not sufficient documentation done for these languages. Needless to say, the amount of technology development in the languages of North East India is also minimal as almost all the languages spoken in the region are under-resource languages. Recently, there are attempts at building speech technology tools in a few languages of the area. For example, an ASR system built for agricultural commodity price inquiry using voice input in Assamese using HMM-GMM modeling achieved word error rate (WER) of approx. 16% [1]. Another limited vocabulary Assamese ASR system built using Zero Crossing Rate (ZCR), Short Time Energy (STE), and Mel Frequency Cepstral Coefficient (MFCC) features obtained 99% and 93% accuracy for speaker dependent and speaker independent systems, respectively [2]. ASR system for Assamese numerals designed with Artificial Neural Network (ANN) obtained 90% accuracy [3]. A Phone Recognition System (PRS) built for Mizo, another under-resourced language, using HMM-GMM, SGMM and DNN shows better result in SGMM and DNN Compared to HMM-GMM approaches. The PRS showed an error rate of 13.9% for DNN using language model [4]. Recently, a digit recognition system built for Mizo, with augmented training data and trained with prosodix features, demonstrated an accuracy of 100% [5].

While the rate of speech technology development in the languages of North-East India is slow, there is an utmost need for it due to the challenging terrain and frequent natural disasters in the area. However, as with the under-resource languages, the challenge is the unavailability of speech data corpus in the languages. On the other hand, there are several linguistic documentation on the low resourced languages of the area, such as in the Tai Languages [6], Chokri [7], Sora [8] etc. Most of these works have collected speech data from several languages for acoustic phonetic descriptions of the languages. Hence, some resources are created for these under-resourced languages, even though they may not have been collected keeping automatic speech recognition as a final goal. Hence, the data collected for acoustic phonetic analysis have the following conditions:

- Limited amount of speech data
- Speech data collected in isolation
- Speech data collected in sentence frames
- Recorded in noisless or quiet environment
- Data recorded with high sampling rates

These conditions mentioned above usually are not suitable for ASR development, as a robust ASR system demands large amount of speech data of connected speech collected in various noise conditions. However, for several low-resource or non-resource languages, such as Sora, the data collected for acoustic phonetic analysis by linguists is the only speech resource available. Considering such limitations, and considering the need for building ASR systems for low-resource language communities for last mile connectivity, it is imperative that an attempt is made to build such systems. This work details such an attempt to build the first ASR system for Sora from data collected for an acoustic phonetic analysis of the Sora language as part of a doctoral dissertation [8].

The paper is divided into the following parts. Section 2 gives an outline of Sora language, Section 3 details the organization and origin of the database. Section 4 describes the development of the ASR and the experiments conducted. Section 4 discusses the results and finally, Section 6 concludes the paper.

2. The Sora language

Sora belongs to the South Munda sub-branch of the Austro-Asian language family [9]. It is mainly spoken by the Sora tribe living in parts of Orissa and Andhra Pradesh in Eastern India and in Assam of North-East India [10]. It is spoken in Assam as some Sora speaking population migrated from Orissa.
to Assam in the 19th century as indentured tea labourers [11].
Currently, there are 5900 Sora individuals living in Assam [12].
Linguistic analysis of Assam Sora has suggested that the
migrated language has adequately preserved its linguistic charac-
teristics even after 100 years of its migration from Orissa and
living surrounded by diverse linguistic groups [13, 8]. Signif-
ically, while the Sora language of Orissa has some linguistic
resources available, the Sora language of Assam does not have
any available resources. However, as far as we know, speech
data corpus is not available for the language in any form.

Data in this work represents the Sora language as it is spoken
in Assam. The Sora language of Assam exists only in oral
form, though Some native speakers have attempted to write the
language in Assamese and Roman scripts. However, the
orthography is still not standardized. Also, linguistic description
of the language in Assam is very limited. Extensive descrip-
tions of Sora in Assam include works that mainly describe the
phonetic properties of the language and are based on acoustic
analysis [14, 8]. The following subsections summarize some of
the major phonetic properties of the Sora language of Assam,
drawing from previous studies.

2.1. Phoneme Inventory
Phoneme inventory of the Sora language of Assam includes 24
speech sounds. Table 1 presents a list of phonemes in Sora in
International Phonetic Alphabet (IPA) script and its ASCII cor-
respondences. Additionally, a broad phonemic categorization
of the Sora phonemes is presented in Table 2.

Table 1: Inventory of Sora Phonetic units

<table>
<thead>
<tr>
<th>Phonetic units in IPA</th>
<th>Phonetic units in ASCII</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>a</td>
</tr>
<tr>
<td>e</td>
<td>e</td>
</tr>
<tr>
<td>i</td>
<td>i</td>
</tr>
<tr>
<td>o</td>
<td>E</td>
</tr>
<tr>
<td>o</td>
<td>o</td>
</tr>
<tr>
<td>u</td>
<td>u</td>
</tr>
<tr>
<td>b</td>
<td>b</td>
</tr>
<tr>
<td>d</td>
<td>d</td>
</tr>
<tr>
<td>g</td>
<td>g</td>
</tr>
<tr>
<td>p</td>
<td>p</td>
</tr>
<tr>
<td>t</td>
<td>t</td>
</tr>
<tr>
<td>k</td>
<td>k</td>
</tr>
<tr>
<td>m</td>
<td>m</td>
</tr>
<tr>
<td>n</td>
<td>n</td>
</tr>
<tr>
<td>n</td>
<td>nn</td>
</tr>
<tr>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>j</td>
<td>j</td>
</tr>
<tr>
<td>r</td>
<td>r</td>
</tr>
<tr>
<td>l</td>
<td>l</td>
</tr>
<tr>
<td>w</td>
<td>w</td>
</tr>
<tr>
<td>t</td>
<td>R</td>
</tr>
<tr>
<td>s</td>
<td>s</td>
</tr>
<tr>
<td>q</td>
<td>z</td>
</tr>
</tbody>
</table>

Phonetic units of the Sora language of Assam have co-
relation with the phoneme inventory of its parent language
namely, Munda sub-family and Austroasiatic language family.
Also, typical characteristics of some phonetic units have even
direct co-relation with the Munda sub-family. For instance,
asymmetry between voiceless dental stop /t/ and voiced alve-
olar stop /d/ found in Sora is also a typical feature in Munda
sub-family of the Austroasiatic language family.

2.2. Syllable Properties
Basic syllable structure of the Sora language of Assam is
(C)V(C) and a word length is minimally disyllabic. This im-
plies that, shortest meaningful word in the language is usually
disyllabic. Evidences suggest that, monosyllabic words are rare
in the Sora language of Assam and a few monosyllabic words
that occur sometimes are also bimoraic. Additionally, acoustic
analysis provided evidence that, Sora has iambic stress pattern
[14]. There are evidences that, in a disyllabic word, the sec-
ond syllable is longer, louder and pitched higher then the first
syllable. Thus, similar to the phoneme inventory, syllable prop-
erties also show a co-relation between Sora of Assam and its
parent language, as, a week strong word prosody is typical to
the Austroasiatic language family.

3. Organization of the Speech database
The speech database used in this work is created using the data
collected for acoustic phonetic analysis of the Sora language
from Assam, India [8]. The data is recorded using a linear
PCM recorder with a unidirectional head-worn microphone in
the field. The speech samples are collected as small sentences
and later split into individual words with excess silence areas
manually removed for phonetic analysis. The individual words
split for phonetic analysis later served as inputs in the Sora ASR
system as the split data contained phonetic transcriptions, while
the small sentences did not. Word level transcription and corre-
sponding phone sequences are created manually as the part of
Acoustic Phonetic analysis [8]. An example of transcription of
a Sora utterance in the corpus is illustrated in Figure 1.

The stereo channel audio files are originally recorded with
44100 Hz sampling frequency and 32 bit/sample resolution.

![Example of transcription of a Sora utterance in the corpus](image-url)
Figure 2: Occurrences of individual phones in the database

The database consists of 20 individual speakers and a total of 11,569 utterances. The overview of the dataset is provided in Table 3. The files are annotated using the speaker and utterance information. Later, the stereo files were converted to mono with a sampling rate of 16000 Hz and a bit-rate of 16 bit/sample resolution.

As the database is not designed for automatic speech recognition, the frequency of occurrence of individual phones in the database is not uniform. For example, the phone /a/ has appeared 12,207 times whereas the phone /w/ appeared only 64 times. The variation in the occurrence of phonemes is illustrated in Figure 2. The entire databases is randomly split in two parts in 8:2 ratio for training and testing, respectively, in a Round Robin fashion so that biases resulting from unbalanced data can be reduced.

Table 3: Overview of speech database

<table>
<thead>
<tr>
<th>Details</th>
<th>Quantity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total audio length</td>
<td>≈ 146.3 min</td>
</tr>
<tr>
<td>Training audio length</td>
<td>≈ 117 min</td>
</tr>
<tr>
<td>Testing audio length</td>
<td>≈ 9.3 min</td>
</tr>
<tr>
<td>Total no of Utterance files</td>
<td>11569</td>
</tr>
<tr>
<td>No. of Utterance files for training</td>
<td>9256</td>
</tr>
<tr>
<td>No. of Utterance files for testing</td>
<td>2313</td>
</tr>
<tr>
<td>No. of Total unique words</td>
<td>3499</td>
</tr>
<tr>
<td>No. of unique words for training</td>
<td>3253</td>
</tr>
<tr>
<td>No. of unique words for testing</td>
<td>1606</td>
</tr>
<tr>
<td>No. of unique phones</td>
<td>24</td>
</tr>
</tbody>
</table>

4. Development of an ASR for Sora

The speech recognition system is developed using the state-of-the-art Kaldi Speech Recognition toolkit [15]. The acoustic models were created using GMM-HMM, SGMM-HMM and DNN-HMM systems. GMM-HMM system is a baseline system for ASR, while SGMM-HMM is an advanced version of GMM-HMM with higher accuracy rate. DNN-HMM is a state-of-the-art technique using Deep Neural Network, but this technique requires huge amount of data for significant increase in accuracy.

4.1. Feature extraction

Mel-Frequency Cepstral Coefficients (MFCC) features are used in developing the ASR system. The MFCC features are calculated from the audio file split into 25ms long frames with a frame shift of 10ms, using Hamming window.

4.2. GMM based modeling

In this step, static modeling scheme Gaussian Mixture Modeling (GMM) and dynamic modeling scheme Hidden Markov Model are used. This is the most common method used in speech recognition. In this method, models are implemented both with and without context information.

4.2.1. Monophone modeling

In monophone training, acoustic models of individual 24 phonemes are calculated without any context information. The training is based on the HMM models, created using the phone sequence of individual lexicon entry. The accuracy of recognition in this system is less due to the lack of context information.

4.2.2. Triphone modeling

To introduce context information, three different triphone models are trained. Tri1 works on the basis of decision tree-based state tying. In Tri2 the dynamic features are captured using the static MFCC vector from neighbouring phones, split in time. Tri3 introduces the speaker information using feature space Maximum Likelihood Linear Regression (fMLLR). The recognition rate of this system is much higher compared to monophone models.

4.3. SGMM based modeling

In Subspace Gaussian Mixture Model or SGMM, the HMM states share the same GMM structure. The number of Gaussians is same in each state. This method gives better results in smaller databases[16].

4.4. DNN based modeling

DNN is a feedforward network with multiple hidden layers. Acoustic properties of human speech varies due to many factors like accent, dialect etc. It is difficult for other systems to consider the effects of all factors and take accurate decision. DNN has the capability to discover and learn complex feature structures from very large amount of data set[17].

5. Results and discussion

The system shows the best result of 13.23% WER with SGMM and 13.92% with DNN. Word error rate (WER) of different training methods are shown in Table 4. The system is not speaker independent as the speaker set is same in both training and testing.

The analysis of the misrecognized words reveals two types of errors namely substitution errors and insertion errors. In substitution errors, one word is misrecognized as another word. Such errors occur mostly due to the confusion between phonetically similar words. The top 10 substitution errors are shown in Table 5. In insertion error, one word is misrecognized as
multiple words. This type of errors is found mainly in long words where the system confuses between words and two or three smaller words with similar phone sequences. The list of top 10 insertion errors is shown in Table 6.

Table 4: Testing Result in Different Algorithms

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Word Error Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Monophone</td>
<td>25.38%</td>
</tr>
<tr>
<td>Tri1</td>
<td>15.56%</td>
</tr>
<tr>
<td>Tri2</td>
<td>14.53%</td>
</tr>
<tr>
<td>Tri3</td>
<td>14.57%</td>
</tr>
<tr>
<td>SGM</td>
<td>13.23%</td>
</tr>
<tr>
<td>DNN</td>
<td>13.92%</td>
</tr>
</tbody>
</table>

It also demonstrates the potential of using linguist collected speech data for acoustic phonetic analysis to build ASR systems for under-resourced languages.

7. References


