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Abstract

Speaker normalization is one of the crucial aspects of an Automatic speech recognition system (ASR). Speaker normalization is employed to reduce the performance drop in ASR due to speaker variabilities. Traditional speaker normalization methods are mostly linear transforms over the input data estimated per speaker, such transforms would be efficient with sufficient data. In practical scenarios, only a single utterance from the test speaker is accessible. The present study explores speaker normalization methods for end-to-end speech recognition systems that could efficiently be performed even when single utterance from the unseen speaker is available. In this work, it is hypothesized that by suitably providing information about the speaker’s identity while training an end-to-end neural network, the capability to normalize the speaker variability could be incorporated into an ASR system. The efficiency of these normalization methods depends on the representation used for unseen speakers. In this work, the identity of the training speaker is represented in two different ways viz. i) by using a one-hot speaker code, ii) a weighted combination of all the training speakers identities. The unseen speakers from the test set are represented using a weighted combination of training speakers representations. Both the approaches have reduced the word error rate (WER) by 0.6, 1.3% WSJ corpus.
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1. Introduction

Hidden-Markov model-Gaussian mixture model (HMM-GMM) based acoustic models are the most widely used acoustic models in traditional automatic speech recognition systems (ASR). HMM-GMM based ASR is a modular system comprising of modules such as feature processing, speaker normalization, decision trees, acoustic model etc and the extensive study of these modules over the past decades have resulted in improved performances [1]. The hybrid models have a downside that, the objective function to which the hybrid models are optimized is quite different from the true performance measure (Sequence level transcription accuracy) [2, 3, 4, 5]. The development of connectionist temporal classification (CTC) objective function and attentional mechanism have put-forth end-to-end training reducing the mismatch between the objective function that is optimized during the training and true performance measure [3, 6]. The capability to train deeper networks have enriched the capability of training deep neural networks to learn complex non-linear functions [7]. These end-to-end systems have transformed ASR from a modular approach to a holistic approach, and reducing the mismatch between the end goal of the system and the objective function to which it is optimized during the training [3, 6, 8]. In this perspective, there is a need to study and re-investigate various modules such as feature processing, speaker normalization etc, for attaining the performance gains to an end-to-end speech recognition systems.

Speaker normalization is a crucial module in operating an ASR with high performance. Though there have been several approaches for speaker normalization in hybrid ASR, an optimal mechanism of speaker normalization in an end-to-end speech recognition systems is largely unexplored. In this study, we explore approaches for speaker normalization in the perspective of end-to-end speech recognition system. The key role of speaker normalization is to reduce the performance drop when speech recognition system encounters an unseen speaker [9]. The degradation in the performance of speech recognition systems due to speaker variabilities is addressed by two major approaches, the former approach is to reduce the speaker variabilities by speaker normalization [10, 11, 12] and later is by speaker adaptation [13, 14]. The variabilities that are specific to a speaker are normalized to develop a speaker independent recognition system and the developed system can be adapted to operate for a specific speaker. The remaining paper is organized as follows, section 2 describes some of the related works. Section 3 describes the database and the experimental setup used in this work. The details of the proposed approach for speaker normalization is described in section 4. Complementarity of the proposed approach with fMLLR based normalization approach is explored in section 5. Summary and future scope are presented in section 6.

2. Related work

Some of the widely used speaker normalization approaches are Vocal tract length normalization scheme (VTLN) [11, 12] and Feature space maximum likelihood regression (fMLLR) [10]. VTLN approach aims to warp the frequency axis to account for the varying vocal tract lengths across the speakers and the warp factor is computed from the speaker’s data. VTLN warp factor for a speaker can also be computed through grid search to choose the optimal warping factor to maximize the likelihood of speakers data for the corresponding label sequence [12]. Speaker normalization using fMLLR is carried out by estimating a linear transform over the input features that would maximize the likelihood of speakers data for the given label sequence, during the test time an initial label sequence is obtained for the existing model and the features from the speaker are transformed to maximize the likelihood [10]. Cepstral mean and variance of the data normalized on per speaker basis is used as a kind of speaker normalization procedure.

Majority of the approaches model the speaker characteristics as a linear transform over input features or certain model parameters and use them to normalize the speaker-specific char-
acteristics. The performance of such speaker normalization hugely relies on the amount of data available to compute the transform, less data per speaker results in a poor estimate of transform and poor normalization [10]. In a practical scenario, only a single utterance of an unknown speaker can be accessed and the speaker normalization approach should be able to normalize the speaker variabilities and yield a better performance using the single available utterance. In VTLN and iMLLR normalization methods, every speaker is modeled independent of the remaining speakers and such approaches can not model the similarity and variability across the speakers [15]. In the proposed approach, we hypothesize that by suitably providing information about the identity of the speaker along with features, the capability of speaker normalization can be embedded into a neural network that is trained for speech recognition. Where the performance of this normalization approach relies on efficiently representing the characteristics of unseen speakers from the characteristics of trained speakers.

Some of the related studies for speaker normalization in a hybrid ASR are briefly described, spectral features are appended with i-vectors and the appended features are explored for training hybrid ASR [16]. In [17], the bottleneck features accumulated over the entire speaker is appended with spectral features and the appended features have been used as speaker normalized features. Some additional weights are learned at every layer using i-vectors, and the network is used to develop a speaker adapted hybrid ASR. In [18], two bottleneck networks were trained to classify speaker and phone identities, these bottleneck features are appended and the appended features are used to train a deep neural network for speech recognition. In an end-to-end ASR, the acoustic model used is sequential as opposed to a deep neural network (DNN) in hybrid ASR. The end-to-end networks are expected to benefit more from the speaker information locally and the accumulation of local information can happen in the sequential acoustic model, where utterance level speaker representations have proven to perform better in the case of a hybrid ASR.

This work proposes a new speaker normalization method, which aims at representing the characteristics of test speaker as a weighted combination of the set of known speakers on which ASR has been trained. Such system would demand a single unifying framework to normalize over multiple speakers. In this work, representational power of DNN is used for modeling the speaker characteristics of unseen speakers.

3. Database & Experimental setup for end-to-end speech recognition system

3.1. Database

Wall street journal corpus (WSJ) comprising 80 hrs of speech data has been used during the study [19]. The utterances from si-284 are used for training the speech recognition systems and the performance is evaluated on eval-92. The training corpus comprises of data from 282 speakers, while testing corpus comprises of 8 speakers that are independent of the train set. The standard evaluation data (eval 92) comprises of 333 utterances i.e., approximately 40 utterances per speaker.

3.2. Architecture

In this work, Recurrent neural network (RNN)-CTC based speech recognition systems have been explored. The network has 4 layers of bidirectional long short-term memory networks (BLSTMs) and each layer is comprising of 360 units. In this work, a batch size of 10 is used. During the training, forward propagation is done with a batch of 10 utterances and backpropagation is done for every utterance. Learning rate is reduced by a factor of 0.5 when a decrease in validation accuracy is encountered. The training is progressed till a minimum increase of 0.05 is maintained in validation accuracy. In this work, RNN-CTC is optimized to generate character sequences from the input acoustic sequences. The character-based lexicon generated from CMU dictionary and NIST trigram language model has been used in this work. During the study, spectral features with deltas and delta-deltas are used as a feature representation. The gradient at each layer is clipped at a maximum value of 50, all the parameters of the model are initialized from a uniform distribution between [-0.1, 0.1].

4. Proposed approach for speaker normalization

4.1. Approach 1

Widely used speaker normalization methods can be generalized as the linear transform over the input data computed per speaker. The hypothesis for the proposed approach is that, by suitably giving information about the speaker’s identity while training the model, the model would be optimized such that the speaker normalization occurs implicitly. The efficiency of the approach relies on the form in which information about training and unseen speaker’s identity is presented to the network. In this work, the identity of speaker in the train set is represented using a one-hot vector. The one-hot vectors of the speaker are appended with spectral features and the appended features are used for training the RNN-CTC model. In this approach, the unseen speaker characteristics are to be represented by a weighted combination of known (trained) speakers. A speaker recognition system trained to classify the training speakers (SPKID-DNN) is employed for this task. For the test utterance, the softmax vectors obtained from the SPKID-DNN are appended with the spectral features and the appended features are used to test the speech recognition system. The softmax vectors from SPKID-DNN is expected to represent the unseen test speaker as a weighted combination of known (training) speakers. The performance of the proposed approach is presented in Table 1.

In this study, SPKID-DNN is a fully connected feed forward deep neural network comprising of 4-hidden layers with rectified linear units (ReLU) and a softmax output layer. The architecture of SPKID-DNN is 39R-1024R-1024R-1024R-1024R-282S. During the study, SPKID-DNN needs to be generalizable over the unseen speakers, to obtain such a network various SPKID-DNNs have been trained with different sized datasets i.e., full, 10, 20, 30, and 60 utterances per speaker from the training set and 10 utterances from each speaker is used as validation set for training SPKID-DNN. Spectral features are used to train SPKID-DNN. The network is optimized using Adadelta [20] optimizer to minimize the cross-entropy loss, an initial learning rate of 0.001 is used. Learning rate is reduced by a factor of 0.5 upon encountering a decrease in validation accuracy. The network is trained until a decrease in validation accuracy is observed over three successive epochs.

Row 1 of Table 1 are various speaker normalization approaches and row 2 are the word error rates (WERs) of ASR obtained using the corresponding normalization. Column 2 of Table 1 is WER of ASR with iMLLR speaker normalization. The reported WER is on the eval-92 set comprising of 8 speak-
ers and each speaker has around 40 utterances. WER in Column 2 is obtained by using data from all 40 utterances in estimating the fMLLR transform. Column 3 is the WER obtained when data from single utterance is used to estimate fMLLR. Form Column 2 and 3 it can be observed that the performance of the systems degrades with insufficiency in the data for estimating fMLLR transform. Column 4 is the system trained using the features with mean and variance normalization (MVN) performed on per speaker basis. Column 5 is the ASR system trained with mean and variance normalization performed using the data from single utterance (MVN-per utt). In the proposed approach, the identity of the training speaker is presented as on-hot vectors. Spectral features are appended with a one-hot speaker vectors of 282 dimensions to form 321-dimensional input features and these features are used to train an RNN-CTC network. The performance of the proposed approach evaluated using various SPKID-DNNs is presented in column 6-9 in Table 1. From columns 6-9, it can be noted that the SPKID-DNN-30utt have performed better compared to other systems. From Table 1, the ASR system with the proposed normalization (i.e., trained with one-hot speaker vector during the training and representing unseen speaker as a weighted combination of trained speakers) have reduced the absolute word error rate by 0.6. The approach is more practically feasible as it used only single utterance to normalize the speaker, unlike fMLLR which uses around 40 utterances for normalizing speaker variabilities. For the given test utterance, the closest speaker from the train speaker is found using SPKID-DNN and the corresponding one-hot vector is used for testing and the obtained WER is given by column 10 of Table 1. Though speaker is an attribute of the entire utterance, in this work a DNN is preferred as it would account for the local variabilities and accumulation of these representations over the utterance is left to the sequential acoustic model (RNN-CTC).

4.2. Approach 2

Approach-1 implicitly assumes that every speaker is independent of the other speakers in the training set. Such an assumption can not model inter-speaker similarity and variability, which might be helpful in modeling the unseen speaker. Moreover, approach-1 cannot model the phonetic context along with the speaker’s identity. To embed this additional information, the softmax vectors of SPKID-DNN is used as a speaker vector. The speaker vector is appended with spectral features and the appended feature representation is used for training RNN-CTC model. Block diagram of speaker normalization using approach 2 is presented in Fig.1. The WERs obtained from the proposed approach are reported in Table 2. In this work, multiple ASRs have been trained using different SPKID-DNNs to generate speaker vectors.

![Figure 1: Block diagram of the proposed speaker normalization approach described as Approach-2 in section. 4.](image)

From Table 1 and 2 it can be observed that, though the proposed speaker normalization method uses only a single utterance it can yield a performance that is equivalent to using 40 utterances in computing a fMLLR transform. The proposed method is more advantageous and employing the proposed speaker normalization approach an absolute reduction of 1.3 in WER can be observed.

Row 1 of Table 2, is the speaker normalization approach and row 2 is the WER of ASR trained with the corresponding speaker normalization. Column 2-6 are the WERs of ASR systems trained using speaker normalization method proposed in approach-2. Column 8 is the ASR system trained by appending 100-dimensional i-vector along with spectral features and the i-vectors used in this work are computed using a Universal background model (UBM) of 512 components, all the training data is used to compute i-vectors. Pre-softmax activations of SPKID-DNNs is used as speaker vector and appended with the spectral features and the performance of the ASR systems is presented in column 8. The performance of ASR is superior when softmax vectors from SPKID-DNN-30utt are used training the network. Having some utterances for training ASR systems which are unseen by SPKID-DNN have helped the model to generalize over the unseen test set.

<table>
<thead>
<tr>
<th>Speaker normalization method</th>
<th>SPKID-DNN 10utt</th>
<th>SPKID-DNN 20utt</th>
<th>SPKID-DNN 30utt</th>
<th>SPKID-DNN full</th>
<th>i-vector</th>
<th>SPKID-DNN-Bottleneck</th>
</tr>
</thead>
<tbody>
<tr>
<td>WER</td>
<td>9.84</td>
<td>9.27</td>
<td>9.18</td>
<td>8.97</td>
<td>10.10</td>
<td></td>
</tr>
</tbody>
</table>

**Table 2:** Performance of the proposed speaker normalization approach using softmax vectors from SPKID-DNN as representations for the speakers identity.
During the study, recurrent neural networks (RNNs) have been explored to classify the training speakers (SPKID-RNN). Deep bi-directional LSTMs comprising of three layers and each layer comprising of 250 units have been used to train the SPKID-RNN. The network is optimized as mentioned in section 4.1. The speaker vectors obtained from SPKID-RNN are used in the proposed approach and the performances of ASR are tabulated in column 2,3 of Table 3. The speaker vectors obtained from the SPKID-DNN are appended with speaker vectors SPKID-RNN are combined speaker vectors are used in the proposed approach the performance of the ASR using the combined speaker vector is presented column 4,5 of Table 4. From Table 3, it can be observed that the speaker vectors from SPKID-DNN have performed better that SPKID-RNN. It can also be noted that the performance of proposed approach using speaker vectors from both SPKID-DNN and SPKID-RNN have performed similar to using only SPKID-DNN.

Table 3: Performance of the proposed speaker normalization approach using softmax vectors from SPKID-DNN and SPKID-RNN as representations for the speakers identity.

<table>
<thead>
<tr>
<th>Speaker normalization method</th>
<th>SPKID-DNN softmax vectors</th>
<th>SPKID-RNN softmax vectors</th>
</tr>
</thead>
<tbody>
<tr>
<td>WER</td>
<td>11.25</td>
<td>9.78</td>
</tr>
</tbody>
</table>

From Table 1 and 2 it can be observed that, though the proposed speaker normalization method uses only a single utterance it can yield a performance that is equivalent to using 40 utterances in computing a fMLLR transform. The proposed method is more advantageous and employing the proposed speaker normalization approach an absolute reduction of 1.3 in WER can be observed.

5. Complementarity of the proposed approaches with fMLLR based speaker normalization

As fMLLR is a global transform to normalize the speaker variabilities and the proposed approach is expected to account for local variabilities. To study the complementary nature of the proposed approach along with fMLLR based normalization. Both the proposed normalization methods are employed while training an ASR with fMLLR features. The performances obtained by combining both the normalizations are reported in Table 4. In this work, the SPKID-DNN is also trained with fMLLR features.

Table 4: Performance of the speech recognition systems developed using fMLLR features and the proposed normalizations.

<table>
<thead>
<tr>
<th>Speaker normalization method</th>
<th>one-hot speaker codes</th>
<th>SPKID-DNN softmax vectors</th>
</tr>
</thead>
<tbody>
<tr>
<td>WER</td>
<td>8.75</td>
<td>8.77</td>
</tr>
</tbody>
</table>

Form Table 4, the complementary nature of the proposed approach can be observed, a slight decrease in WERs is observed. In this study, SPKID-DNNs trained with spectral features can also be used and they have also yielded similar performances.

6. Summary & conclusion

This work explores speaker normalization methods that would efficiently normalize the speaker variabilities using a single utterance from the test data. In this work, it is hypothesized that by suitably describing the identity of the speaker while training an end-to-end neural network, the model is optimized such that it is robust to speaker variabilities. During the study, the identity of the known speaker is represented by using two approaches viz., one-hot speaker codes and a weighted combination of training speakers, while the un-seen speaker’s identity is represented as a weighted combination of the seen speakers representations. For an utterance, the weighted combination of training speakers is obtained by a DNN trained to classify the training speakers. This normalization method would be effective even for single test utterance and the proposed approaches reduce the absolute WER by 0.6 and 1.3 respectively.
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