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Abstract

Building smart keyboards and speech recognition systems for new languages requires a large, clean text corpus to train n-gram language models on. We report our findings on how much text data can realistically be found on the web across thousands of languages. In addition, we describe an innovative, scalable approach to normalizing this data: all data sources are noisy to some extent, but this situation is even more severe for low-resource languages. To help clean the data we find across all languages in a scalable way, we built a pipeline to automatically derive the configuration for language-specific text normalization systems, which we describe here as well. Index Terms: speech recognition, keyboard input, low-resource languages, data mining, language modeling, text normalization

1. Introduction

Despite the advances in language technology over recent years, there are still many language communities that cannot use smart keyboards (with auto-correction and next-word prediction) or speech technology in their own languages. For some of the world’s 6,000+ language communities, access to technology remains elusive. However, many places that even a few years ago had virtually no internet connectivity or technology are now coming online at a very rapid pace. In 2017 alone, around 180 million people newly gained access to the internet, with the highest growth rate in places like Asia and Africa [1]. Many speakers in these communities gain access only to technology. The usefulness of keyboards is obvious: they enable everyday input. Automatic speech recognition (ASR) can also be extremely helpful for users who are using technology for the first time. These users may find it hard to use virtual keyboards in their language (especially if their language uses a complex script), and may prefer to leverage voice input to interact with their friends (e.g. on social media) and the web more quickly than when typing.

ASR systems typically use n-gram language models trained on target-language text data [2]. Text data is often hard to find for low-resource languages. In this paper, we present our methods for mining text data in many languages and normalizing it to make it useable for training language models that could be used for building smart keyboards or speech recognition systems. Sharing models between keyboard and voice input is especially easy if the keyboard decoder is built in the finite-state transduction paradigm (e.g. [3]).

Specifically, we have gathered data sets across hundreds of languages that can be used to train n-gram language models using the following steps:

1. Identifying sentence and wordlist data for as many languages as possible
2. Merging the data into consistent language codes
3. Automatically deriving a preliminary normalization configuration
4. Normalizing the data to reduce noise levels

We will describe these in more detail below. Our main findings are that:

- There are quite a few resources that can be used to train language models, across a surprisingly large number of languages
- Even if noise levels are relatively high, automatic approaches to normalization can significantly clean up the resulting text corpora.

2. Mining data

2.1. Open-source resources on the web

There are a variety of open-source resources available on the web containing data in low-resource languages, which we will briefly describe here. Tatoeba is a collaborative site that gathers sentences and translations for over 300 languages [4]. Wikipedia currently hosts editions in 291 languages [5], and also provides an Incubator for languages whose content is growing but is not yet ready to be published as a complete Wikipedia site, covering 279 languages as of June 2018 [6]. There are additional Wikimedia resources that we did not incorporate ourselves in our work but could provide more sentence data such as Wikibooks, Wikinews, Wikiquote, Wiktionary, and Wikisource. These sources mostly cover on the order of tens of languages rather than hundreds; Wiktionary (a set of dictionaries) covers the most languages after Wikipedia with 173 published and 115 Incubator languages. However, its MediaWiki markup syntax makes it quite difficult to parse [7].

There are also translations of the Universal Declaration of Human Rights (UDHR) available through the Unicode Consortium in over 400 languages, and with more being added [8]. A quick human inspection revealed the UDHR translations, while short, are fairly clean in terms of content. While the Wikipedia data clearly came in larger quantities, data quality seemed lower, containing auto-generated pages with very little or noisy content, perhaps even with data from other languages mixed in.

Another type of resource that covers hundreds of low-resource languages is religious texts. Bibles.org has data
in over 900 languages [9], while jw.org contains Jehovah’s Witnesses materials in over 800 languages [10]. The data sets in this domain may be less applicable for language modeling tasks for general-purpose speech recognition systems, as they are tied to a domain with its own domain-specific vocabulary and frequency counts. However, these data sets may still be useful to infer common words, as well as for character-based language modeling. In addition, due to their typically parallel nature, they can be leveraged for translation research, as well as for large-scale linguistic typology [11] [12] [13] [14] [15].

2.2. Crawling the web for more data

While the above resources are already labeled by language, there is much more data available to be mined from a general crawl of the internet, as long as some method is available to determine the language of the websites in the crawl. We used an internal web crawler similar to open-source projects like [16] [17]. While these crawlers target about 40 and 200 languages respectively, we applied an internal language classifier that can identify text in over 100 languages, similar to other language identification modules such as [18] [19] [20] [21]. We used this labeling to mine data for languages directly from a web crawl. Due to limitations on the language classifier, this data doesn’t cover as many languages as the other resources, but it does tend to contain much more data per language compared to the above resources. One issue is that our language identification tool may be unable to differentiate between a language it supports and a similar one it does not, meaning that the data labeled for a certain language may contain data in other related languages as well. We leave the training of a language classification module on more languages based on the data sources described above to future work.

2.3. Open-source wordlists

The resources mentioned in the previous sections provide full sentence data for many languages, but we also identified some open-source projects that provide lists of words in hundreds or thousands of languages. Some of these projects also involved mining the web looking for data in specific languages, including data from some of the above resources, which was then processed to create word lists. The Crúbadán project from St. Louis University provides mined, somewhat noisy word lists and n-grams in about 2,500 languages [22]. The Unilex project is a subproject of the Unicode Consortium that also provides mined lists of words for almost 1,000 languages, along with frequency data for the words [23]. The PanLex project is a lexical translation database covering 5,700 languages, with dictionaries for 2,500 of them [24].

While these word list resources cannot be used to train full language models, we were able to leverage them in our process to automatically clean up and normalize the data sets, discussed below. Word lists could also be combined with isolated-word audio databases such as [25] and [26] for other ASR applications, for example in supporting voice input for a dictionary app lookup or a lexical translation app. There is ongoing research in ASR for isolated words in low-resource languages [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] as well as for accessibility [38].

<table>
<thead>
<tr>
<th>Resource</th>
<th>Languages (Sentences)</th>
<th>Languages (Words)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tatoeba</td>
<td>313</td>
<td>–</td>
</tr>
<tr>
<td>Wikipedia</td>
<td>570</td>
<td>–</td>
</tr>
<tr>
<td>– Published</td>
<td>291</td>
<td>–</td>
</tr>
<tr>
<td>– Incubator</td>
<td>279</td>
<td>–</td>
</tr>
<tr>
<td>UDHR</td>
<td>549</td>
<td>–</td>
</tr>
<tr>
<td>Bibles.org</td>
<td>923</td>
<td>–</td>
</tr>
<tr>
<td>JW.org</td>
<td>882</td>
<td>–</td>
</tr>
<tr>
<td>Crubadan</td>
<td>–</td>
<td>2,500</td>
</tr>
<tr>
<td>Unilex</td>
<td>–</td>
<td>998</td>
</tr>
<tr>
<td>PanLex</td>
<td>–</td>
<td>5,700</td>
</tr>
</tbody>
</table>

There are also many linguistic resources available online that provide helpful information about the world’s languages: to name but a few, we found Glottolog [39], Omniglot [40], and ScriptSource [41] quite valuable.

3. Processing data sets

3.1. Merging the data

While it was relatively easy to mine this data for so many languages once these resources were identified, merging all the data from the same language across these various resources required a number of steps to standardize the language labels and clean up the data itself.

An unexpectedly large issue in merging so many resources was inconsistencies in the labeling conventions. Many resources use BCP-47 codes to refer to data set in different languages, containing ISO 639 codes to describe the language variety, ISO 15924 codes to describe the script, and ISO 3166-1 codes to describe the region [42]. While the included resources used these codes overall, there were some exceptions, and some cases of existing BCP-47 codes being used for different language data. For example, the edition of Wikipedia that is labeled with the code “als” (at https://als.wikipedia.org) is actually written in “gsw”, the ISO 639 code shared by Swiss German and Alsatian, rather than the language assigned to ISO 639 code “als”, Tosk Albanian.

There were some languages for which we still found only minimal amounts of data even after combining data from all these resources. We were concerned that the merged data sets would not provide representative data or even full coverage of the language’s character set. We discarded a number of languages for this reason.

Overall, after merging the data, we had word lists in more than 2,200 languages, and over 1,700 of those languages also had full-sentence data. For many languages the only source of sentence data was the parallel religious corpora in JW.org and Bibles.org, but even excluding those resources still yielded sentence data for over 600 languages. These numbers do not include data from PanLex, which we did not use in this project.

3.2. Noise in the data

Once the data was merged using standard language codes, a quick human inspection showed that noise levels in the text were, as expected, quite high. For example,
there were non-standard tokens like “fr!3nd”, and characters from different scripts appearing together, like “This is நல்லம்”. There were also two types of encoding challenges. First, not all resources were encoded in the same flavor of Unicode. This was easily addressed across all languages by converting all data to Unicode Normalization Form C (NFC) [43], to avoid storing multiple representations of the same words and phrases.

Second, there were also rendering related problems, such as characters appearing using an unexpected encoding. For example, there may be a sentence written with Cyrillic characters where a Latin <W> (Unicode U+0057: LATIN CAPITAL LETTER W) also appears. There is a Cyrillic <W> character (Unicode U+051C: CYRILLIC CAPITAL LETTER WE) that looks almost identical to the Latin <W>, so this poses no problem to the human eye. However, machine-learning language modeling systems require consistency, and the Cyrillic encoding should be used for data in the Cyrillic script. There were also other rendering-related characters such as the NO-BREAK SPACE (Unicode U+00A0) and the RIGHT-TO-LEFT OVERRIDE (Unicode U+202E) that would typically need to be removed prior to training models. However, given the number of languages, it was not feasible to do a manual human inspection for each language individually, so we turned to automation.

3.3. Automatically generating normalizer configurations

Our goal in automating the normalization process was to reduce noise levels in the data as much as possible, while still proceeding automatically without using any language-specific knowledge, in order to maintain scalability. Prior to training language models, we wanted to remove sentences containing noisy examples like those above as well as:

- Words with attached or internal punctuation
- Sentences containing out-of-language characters
- Words that contain only digits
- Tokens like email addresses (for privacy purposes)

We were able to use the gathered data to generate rule-based normalizers automatically, which could in turn be applied to clean up the same data. Specifically, we used Thrax-based normalizers which allow grammar rules to be written in an accessible domain-specific language, which is then compiled into finite-state transducers [44]. Our system allows us to use a core shared grammar template with only limited amounts of configuration needed for each individual language, containing the characters allowed in that language and specific rewrite rules if necessary [45].

In order to produce a normalizer configuration extension for a given language, we first ran through all of the data that we gathered for that language, keeping track of the frequencies of every character we came across, as well as which Unicode block that character belonged to (for example “Basic Latin”, “Cyrillic”, or “Devanagari”). This information for a given character can be found using the Python ICU library [46]. Based on this analysis, we were able to make a fairly accurate guess as to which script the language data should be in; it would typically be the most commonly used Unicode block. If there were other Unicode blocks (excluding Latin) that were used for more than 20% of the data, we also considered that block to be acceptable for the language. We also made a note of additional individual characters if they appeared an unusual number of times, informing potential future human review by linguists.

When we had determined the target script of the language data, we could add the characters that we had seen in the data belonging to the corresponding Unicode blocks to the normalizer configuration, and ignore any other characters that were seen. Seen characters that belonged to the “punctuation” Unicode category (identified as such by the Python ICU module) were also gathered and included as acceptable initial or final punctuation options, depending on the context in which they were found. The appearance of characters from a specific set of confusable characters [47], such as variations of the hyphen character (HYPHEN MINUS, M DASH, N DASH, etc) triggered addition of a configuration rule to reformat those characters to one chosen standard (HYPHEN MINUS, for example). We also added numeric characters present as a separate set.

With these language-specific normalizer extensions automatically generated, we were ready to run through the data again, dropping any malformed sentences or out-of-set characters that did not pass the normalizer.

4. Cleaned data sets for training

In examining how much of our mined data successfully passed the normalization phase, we confirmed our initial impressions around the cleanliness of the data: as can be seen in Table 2, the UDHR data, which was carefully curated by humans, is much cleaner than the data we crawled from the web at large and Wikipedia. The UDHR data set has an average acceptance rate of 88%, which is similar to high-quality internally curated data sets, with an average acceptance rate of 94%. Some examples of issues in the generally high-quality UDHR data that our systems detected automatically are:

- the inadvertent appearance of a string “#x06C1” instead of the ARABIC LETTER HEH GOAL in Western Panjabi (ISO 639: pbm)
- the incorrect use of LATIN W instead of CYRILLIC WE in Northern Yukaghir (ISO 639: ykg)
- the seemingly stray appearance of a question mark in the word “jahueq¡scamabi”, which may have been intended to be “jahueq¡scamabi” in Shipibo-Conibo (ISO 639: shp)

We compiled a list of all detected issues and shared it with the UDHR database maintainers. While it may be

<table>
<thead>
<tr>
<th>Resource</th>
<th>Mined</th>
<th>Accepted</th>
<th>% Kept</th>
</tr>
</thead>
<tbody>
<tr>
<td>Web Crawler</td>
<td>~29B</td>
<td>~18B</td>
<td>62%</td>
</tr>
<tr>
<td>Wikipedia</td>
<td>~68M</td>
<td>~46M</td>
<td>68%</td>
</tr>
<tr>
<td>UDHR</td>
<td>~33K</td>
<td>~29K</td>
<td>88%</td>
</tr>
</tbody>
</table>

Table 2: Comparison of quality based on percent kept after normalization across a selection of resources. Does not include 29 language outliers in UDHR data with over 60% of data rejected.
tempting to include even incorrectly encoded data, especially in a low-resource setting, in our experience discarding is the right choice to prevent complexities elsewhere (e.g., with grapheme-to-phoneme models, which may be confused by unexpected encodings), and given the low return on investment for writing rules to repair data.

Similar issues appear frequently throughout the web crawl and Wikipedia data, and many seem to be due to visual confusion and/or the unavailability of keyboards with the correct keys. For example, in Akan (ISO 639: ak), the character \(<\mathcal{O}>\) (Unicode U+03FD: CAPITAL GREEK REVISED LUNATE SIGMA) is often used where \(<\mathcal{O}>\) (Unicode U+0186: OPEN O) should be. Our pipeline automatically detects these issues, flags them for review, and drops the sentences from the set until a language expert can be consulted. This way, we create high-quality data sets automatically at large scale, while further improvements can be made if human language experts are available.

Figure 1 gives a sense of the scale of the data sets with an overview of the number of unique words per language across more than 2,000 languages. This does not include data from our web crawl or Wikipedia; including these sources would show an even more optimistic picture.

5. Conclusion

We presented an overview of freely available text data resources across hundreds and even thousands of languages. We described challenges encountered in merging and standardizing these data sets, and the application of automatic scalable text normalization for consistency, which we find critical for machine learning applications such as language modeling. Our automatic normalization system scales effortlessly to any number of languages, enabling the creation of clean text corpora, while also optionally allowing human experts to provide further language-specific information. This clean text data can be used to train n-gram language models, a critical building block for smart keyboards and for eventually building ASR systems. Of course, much more work is needed to build automatic speech recognition systems, particularly in acoustic and pronunciation modeling. Our main conclusions are that text data, previously thought to be a serious bottleneck for extending language technology to more languages, is more readily available than expected, in larger quantities than we had assumed we would find; and that it is possible to clean up this text data automatically at scale across languages.
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