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Abstract
The unavailability of speech corpora is one of the critical barriers for building a large vocabulary naturalistic Telugu automatic speech recognition (ASR) system. Hence, an effort is put towards the collection of both neutral and emotional speech samples created as Telugu naturalistic emotional speech corpus (IIT-H TNESC). In this work, we investigate the feature-space adaptation approach to compensate the acoustic mismatch between neutral and emotional speech by using auxiliary features. The features derived from the maximum likelihood linear regression (fMLLR) of GMM models are used to perform the feature-space adaptation. The effectiveness of this adaptation is studied on deep neural network (DNN), time-delay neural network (TDNN) and combined TDNN with Long short-term memory (TDNN-LSTM) based acoustic models. Experimental results show that the feature-space adaptation approach has improved the performance of baseline by an average word error rate of 15.8%

Index Terms: ASR, auxiliary features, fMLLR, TDNN

1. Introduction
The presence of emotional content in the conversational speech is often a challenge to the neutral speech trained ASR systems. The performance of the ASR systems for such emotional speech degrades significantly. This degradation is due to the differences in the acoustic parameters under the influence of various emotions [1, 2]. Adaptation is an efficient approach for reducing these acoustic differences in the training and test conditions. Various acoustic model adaptation techniques were developed to overcome the problem of mismatch between the trained acoustic models and the data coming from a particular new speaker or channel. However, majority of the published works concentrated on various speaker adaptation techniques where there has been less focus towards these emotional speech adaptation methods [3, 4, 5]. Throughout this work, we, therefore, deal with the approach for adapting emotional speech towards robust emotional ASR.

The existing Gaussian mixture model based hidden Markov model based (GMM-HMM) acoustic model adaptation approaches are divided into two categories, namely model-space adaptation and feature-space adaptation. In the model-space adaptation, model parameters are transformed to fit the given input feature vectors better, for example, to maximize the scores of likelihood or posterior probabilities. Maximum a-posteriori (MAP) [6] and maximum likelihood linear regression (fMLLR) [7] are the popular approaches for model-space adaptation. Where as vocal tract length normalization (VTLN) [8] and fMLLR [7] are the popular feature-space adaptation approaches used. These approaches transform the acoustic feature vectors to fit better the acoustic model, which makes them suitable for real-time online ASR systems.

Most of the studies on emotion have mainly focused on the recognition of emotion from the speech [9, 10, 11, 12, 13, 14]. Existing emotional speech databases such as IEMOCAP [15], RECOLA [16], SEMAINE [17], FAU-AIBO [18], VAM [19], Berlin database EMO-DB [20] used for the task of emotion recognition and they lack the naturality in speech recordings as they are simulated corpora. There have been only a few attempts towards the collection of naturalistic emotional speech databases for building large vocabulary ASR systems [21], where the recording was done from podcast recordings. Similarly, most of the languages in the Indian scenario lack the amount of linguistic, text and speech resources such as transcriptions required to build deep learning based models for low resource languages. As a step towards building Standard ASR systems for low resource Indian languages, Microsoft has released speech corpus for three Indian languages of Telugu, Gujarathi and Tamil named as Microsoft speech corpus for Indian languages (MSCIL) [22]. The audio recordings provided for these three languages comprise of neutral speech. Also, there has been minimal efforts towards the collection of naturalistic emotional speech despite the availability of audio recordings in different shared websites. The existing telugu emotional speech corpora such as IITKGP-SESC [23] and IIT-H Telugu [24] are simulated, and semi-natural emotion databases which confine to emotion recognition task.

In this paper, an effort is made towards the collection of naturalistic emotional speech from the various resources of youtube and facebook. Apart from data collection, an adaptation approach is proposed to improve the performance of the ASR system in emotional conditions. The evaluation of the collected emotional speech corpus is done on the neutral speech trained large vocabulary Telugu language ASR system of MSCIL corpus. This approach uses auxiliary feature based emotion adaptation on TDNN models and is based on the recently introduced GMM-derived features [25]. Here GMM log-likelihoods scores are used as features for training the ASR systems, with GMM-HMM based adaptation techniques.

The rest of the paper is organized as follows. The details of the database collection and baseline ASR system are provided in Section 2. Overview of the TDNN models and the aspects of emotional speech adaptation is explained in Section 3 and Section 4 respectively. The experimental results are discussed in Section 5 and the conclusion of the paper is given in Section 6.

2. Experimental Speech Database and Baseline Telugu ASR System
This Section consists of two sub sections. Section 2.1 provides the details of the emotional speech corpus collected for...
the study. The baseline ASR system performance in emotional conditions is shown in Section 2.2.

2.1. Emotional Speech Database

This naturalistic emotional data in Telugu (Indian) language is collected from 362 speakers of (217 male and 145 female) in four basic (neutral, sad, angry and happy) emotions. This database is named as IIIT-H TNESC. These audio recordings are collected from the freely available multimedia content on the Internet such as YouTube, Facebook, etc. The audio segments with the emotionally balanced content covering these basic emotions were selected and downloaded. These selected recordings contain natural conversations from different topics such as political debates, movie reviews, election campaigns, parliament discussions, etc. Recordings which have more restrictions and fall under copyright licenses are not downloaded.

Recordings having the creative common licenses are only considered, so that this database can be shared across broader communities. Also acted recordings are avoided in order to maintain the naturalness in the corpus. All the selected recordings are converted with software sound exchange (SOX) to mono channel mode, maintaining a sampling rate of 16 kHz with 16 bit PCM. This database consists of 15506, 3320, 3526, 3950 utterances of neutral, happy, anger and sad emotions respectively. The average duration of these utterances is around 4 seconds. For this data, the utterances in neutral and emotional state are manually segregated. The total size of the corpus is 30 hours which comprises of 18 hours of neutral speech and 12 hours of emotional speech.

Questionnaire to annotate the emotional content of the corpus was given to 5 native language listeners. Scaling from 1 to 5 was given inorder of lowest to highest similarity to the target emotion. The subjective evaluation scores which are having a score of equal or greater than 4 are only considered and the corresponding emotional labels are given accordingly. Uniformity to the collected and annotated emotional speech is maintained by following the naming convention as (spkname1_spkname2_emotion_xxx.wav). The collected emotional speech contains the speech spoken from only one speaker spk1, the label ‘spk1_spk1_emotion_001.wav’ is followed, by either ‘n,h,a,s’ for the corresponding emotions of neutral, happy, anger and sadness, followed by wav file numbering. For the case of speech considered from dyadic interaction between two speakers speaker1 and speaker2 then naming is given ‘spk1_spk2_emotion_002.wav’. Initially the collected audio emotional speech samples are transcribed using Google ASR engine. Further errors in the text transcriptions are corrected manually. Audio samples and description of the collected database are available at https://researchweb.iit.ac.in/~vishnu.raju/

2.2. Baseline ASR frame work

2.2.1. Training and testing corpora

In this work, the training phase is accomplished by combining the train and test part of Telugu language from the MSCIL corpus. The total duration of the combined part is 68 hours where all the audio recordings are emotionally neutral.

The test phase involves the evaluation of emotional speech samples on the built, neutral speech trained ASR system. For that purpose phonetically-rich emotionally spoken sentences are considered from the IIIT-H TNESC corpus. One-hour data from each of four basic emotions of anger, happiness, sad and neutral speech is used for the evaluation. There is no overlap between the training and test data during the experimentation through out the study.

2.2.2. Feature extraction and Acoustic model training

39-dimensional mel-frequency cepstral coefficients (MFCCs) are used as baseline features for training the ASR system. The opensource Kaldi toolkit [26] is used for the experiments presented in this paper. Four different acoustic models of increasing complexity are considered. The procedure adopted for training such models is the same as that used for the original Kaldi voxforge s5 recipe. The first baseline mono is characterized by 56 context-independent phones, each modeled by a three state left-to-right HMM (overall using 1000 gaussians). The speaker adaptive training (SAT) is based on a context-dependent phone modeling for the Overall 2.5k tied states with 15k gaussians. DNNs are initialized with Boltzmann machines using layer by layer generative pre-training. Cross-entropy objective function is used for the DNNs with an initial learning rate of 0.015 to final learning rate of 0.002. The softmax activation function is used at the output layer with a dimension of 300. The total number of epochs are set to 20 with a minimum batch size of 128. The same trigram language model is used throughout the experimental results reported in Table 1. Performance of ASR sys-

tems in terms of word error rate (WER) for given neutral, anger, happy and sadness emotions is shown in Table 1. WER for the corresponding monophone, triphone (combination of linear discriminant analysis (LDA), maximum log-likelihood transform (MLLT) and speaker adaptive training (SAT)) and DNN acoustic models is reported in Columns 2,3,4,5 and 6 respectively. The best performance is observed for the case of neutral speech and the highest degradation is observed for the case of anger emotion for DNN acoustic models.

3. Interleaved TDNN-LSTM Models

One of the initial major steps in the usage of temporal convolution for modeling the future temporal context was proposed in [27] where the convolutional layers (TDNNs) are combined with recurrent layers (LSTM) for better acoustic modeling. Lattice-free maximum mutual information ( MMI) objective function [28] is used for the phone-level sequence training without involving any frame level pretraining. In these neural networks the combination of the structured temporal convolution is done with LSTMs with a number of inter-leaving. The computation of TDNN-LSTM network is shown in Figure 1. The experimental set up for the TDNN-LSTM architecture is explained in detail in Section 5.1.
4. Auxiliary Feature-based Emotion Adaptation

The main focus of this paper is to perform the feature space emotional speech adaptation for the TDNN-LSTM acoustic models. fMLLR adaptation for the recently proposed GMM-derived features [25] was explored in this study for TDNN-LSTM models.

4.1. GMM-derived features for TDNN-LSTM models

In this paper we attempt to incorporate these emotionally adapted GMM-derived features for training TDNN-LSTM acoustic models. The process of performing the emotional speech adaptation using auxiliary GMM features is shown in Figure 2. We also investigate the conventional fMLLR based adaptation algorithm in this approach. Cepstral mean variance normalization (cmvn) is performed over the input 39-dimensional MFCCs features for each emotion utterance. Log-likelihood scores from the GMM model are used for training. An auxiliary triphone GMM-HMM model is used for generating the transformed log-likelihood vectors from the input acoustic feature vectors. During the training step, the emotion adaptation of the auxiliary speaker independent GMM-HMM triphone model is performed on per-emotion basis in the training corpus to create the emotion adapted GMM-HMM model.

For the input acoustic feature vector $o_t$ at the given time instant $t$, the emotion adapted GMM-derived feature vector $g_t$ is calculated as:

$$g_t = [q_1^t, ..., q_n^t],$$  

(1)

where $n$ represents the number of states in the auxiliary triphone GMM-HMM model. For each state probability, the log-likelihood scores estimated from the GMM-HMM model is given below:

$$q_i^t = \log(Q(o_t|s_t = i))$$  

(2)

where $s_t$ represents the state index at time $t$. Equation 2 denotes the log-likelihood estimated using GMM-HMM. The adapted GMM-derived feature vector $g_t$ is added with the original input vector $o_t$ to obtain the resultant vector $x_t$ which are used for training the TDNN-LSTM acoustic models. $x_t$ is given by:

$$x_t = o_t + Pq_t$$  

(3)

$P$ represents the respective projection matrix which is used in mapping the auxiliary features $g_t$ and the given input feature $o_t$.

4.2. fMLLR based adaptation

In this work, we use fMLLR based adaptation algorithm [7] to adapt the speaker independent GMM-HMM model. Emotion adaptation of hybrid DNN and TDNN models which are built on GMM-derived features are performed through fMLLR adaptation of the auxiliary GMM-HMM model. This is further used for the calculation of GMM-derived features. fMLLR requires only the estimation of a single transform matrix and bias vector, where the implementation of it is done through a linear feature space transformation.

$$\hat{O}_t = AO_t + b = W\xi_t$$  

(4)

where $O_t$ is a input feature vector with $N$-dimension at time $t$ in the original feature space and $\hat{O}_t$ is the transformed feature. $W = [b, A]$ is a matrix with dimension $N \times (N + 1)$ which is used to maximize the likelihood of the available adaptation data. $A$ is the $N \times N$ transformation matrix and $b$ is the $N \times 1$ bias term. The extended observation vector is given as $\xi_t = [1 \ O_t^T]^T$. 

5. Experiments and Discussion

Prior to emotion adaptation, we reported the baseline performance of acoustic models trained on neutral speech in Section 2.2. The kaldi voxforge recipe (except for GMM derived and adaptation) is used and the study is extended to DNN, Subspace gaussian mixture modeling (SGMM), TDNN and interleaved TDNN-LSTM acoustic models.
5.1. Adaptation for DNN, TDNN and TDNN-LSTM acoustic models:

As a first step towards an improvement in the performance over the existing models, emotion adaptation is done with the available adaptation data for the given input 39-dimensional MFCC features and the results are reported in Table 2. From the IIIT-H TNESC corpus, 9 hours of the emotional data is used for the purpose of adaptation. The adaptation experiments were conducted on the data spoken from 200 speakers of the four considered emotions of anger, happy, neutral and sadness. Sequence-discriminating training is done on per-emotion basis by optimizing the state minimum Bayes risk (sMBR). The emotional data from IIIT-H TNESC corpus is used to perform sMBR training. For each emotion, we have approximately 3 hours of training data, corresponding to 3 to 4 minutes of speech data per speaker. Experiments are ensured that there is no overlap of the adaptation data with the test data.

Five different acoustic models of increasing complexity from SAT, SGMM, DNN, TDNN and TDNN-LSTM are considered and shown in Table 2. The number of leaves and gaussians used in SGMM models are 1800 and 9000 respectively. The number of sub-states used in SGMM is 6000 and dimension of the diagonal UBM (universal back ground model) is 100. i-vectors of 100-dimensional size were extracted over the input MFCC features with out any splicing of frames. We performed phone-level sequence training for the DNN and TDNN networks without the initial frame level pretraining, using the lattice-free MMI objective function instead of cross entropy.

The effective learning rate of TDNNs are set at 0.0005 with splice-indexes of [-1,0,1], [-2,1] and [-4,2,0] for the dimension of 2000 input and 250 outputs. The initial and final learning rates of the LSTM network are 0.0003 and 0.0003 respectively with a batch size of 128. A recurrent scaling factor of 0.85 is preferred in the LSTM layers for generalization. The number of epochs is four and the number of training samples considered per each iteration are 20,000 for the LSTMs.

Table 2: Evaluation of ASR system after performing the Emotion adaptation for the given input 39-dimensional MFCC features

<table>
<thead>
<tr>
<th>Emotion</th>
<th>WER (%) for MFCC+ fMLLR based GMM-derived features</th>
<th>Emotion Adaptation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>LDA+ MLLT+ SAT</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SGMM DNN TDNN</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TDNN-LSTM</td>
</tr>
<tr>
<td>Neutral</td>
<td>25.2</td>
<td>22.6</td>
</tr>
<tr>
<td></td>
<td>20.8</td>
<td>17.1</td>
</tr>
<tr>
<td></td>
<td>16.2</td>
<td></td>
</tr>
<tr>
<td>Anger</td>
<td>40.9</td>
<td>41.0</td>
</tr>
<tr>
<td></td>
<td>35.6</td>
<td>28.1</td>
</tr>
<tr>
<td></td>
<td>24.7</td>
<td></td>
</tr>
<tr>
<td>Happy</td>
<td>40.7</td>
<td>37.2</td>
</tr>
<tr>
<td></td>
<td>38.5</td>
<td>32.1</td>
</tr>
<tr>
<td></td>
<td>26.9</td>
<td></td>
</tr>
<tr>
<td>Sad</td>
<td>27.2</td>
<td>25.0</td>
</tr>
<tr>
<td></td>
<td>24.4</td>
<td>18.0</td>
</tr>
<tr>
<td></td>
<td>15.1</td>
<td></td>
</tr>
</tbody>
</table>

Hence, from the experimental results it is observed that the auxiliary fMLLR based GMM-derived features are capable of handling the emotion specific information. It is also noticed that feature-space adaptation performed over the combination of MFCC with GMM-derived features proves effective when there is a limited amount of data for adaptation.

5.2. Feature combination

The maximum improvement in the performance with the available emotion data is shown in Table 2. In this experiment, an attempt was made to improve the performance of ASR system by combining the input MFCC features with fMLLR based emotion adapted features. For this purpose 13-dimensional MFCC features are concatenated with 40-dimensional fMLLR features to form a 53-dimensional feature vector. Also considering the delta, delta-delta coefficients of the MFCC features resulted in a 159-dimensional feature vector. The performance of the ASR system for this input combination is reported in Table 3, for SGMM, DNN, TDNN and TDNN-LSTM acoustic models. The best performance is observed for the TDNN-LSTM acoustic models reported in Column 5 of Table 3. There has been an absolute improvement in the performance for anger and happy emotions by 4.6% and 5.6% respectively.

Table 3: Evaluation of ASR system after performing the emotion adaptation for the given combination of MFCC features fMLLR adapted GMM-derived features.

<table>
<thead>
<tr>
<th>Emotion</th>
<th>WER (%) for MFCC+ fMLLR based GMM-derived features</th>
<th>Emotion Adaptation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>SGMM DNN TDNN</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TDNN-LSTM</td>
</tr>
<tr>
<td>Neutral</td>
<td>21.2</td>
<td>18.7</td>
</tr>
<tr>
<td></td>
<td>15.4</td>
<td>14.5</td>
</tr>
<tr>
<td>Anger</td>
<td>39.6</td>
<td>26.2</td>
</tr>
<tr>
<td></td>
<td>24.8</td>
<td>20.1</td>
</tr>
<tr>
<td>Happy</td>
<td>35.8</td>
<td>26.8</td>
</tr>
<tr>
<td></td>
<td>27.2</td>
<td>21.3</td>
</tr>
<tr>
<td>Sad</td>
<td>24.5</td>
<td>16.6</td>
</tr>
<tr>
<td></td>
<td>17.1</td>
<td>14.9</td>
</tr>
</tbody>
</table>

6. Conclusion

This paper has explored the need for having a naturalistic emotional speech corpus to build robust emotional ASR technologies for low-resource languages like Telugu and how DNN and TDNN based acoustic models benefit from the emotion adaptation methods. This paper also focused at the adaptation of neutrally trained acoustic models for emotional speech where the auxiliary feature based adaptation is investigated in detail. FMLLR based auxiliary GMM-derived features were effective in handling the emotion specific information for building the ASR systems. Combination of MFCC features with emotion adapted auxiliary GMM-derived features has yielded a better performance.

In future work, we aim to extend this study towards end-to-end deep learning architectures such as recurrent neural networks with connectionist temporal classification (RNN-CTC), encoder-decoder models etc. Further, investigation of the effect of emotional speech on the language model seems to be an interesting topic to be explored.
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