Analysis of relations between hand gestures and dialogue act categories
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Abstract

Hand gestures commonly occur in daily dialogue interactions, and have important functions in communication. In this study, we analyzed a multimodal database of three-party conversations, and investigated the relations between the occurrence of hand gestures and speech, with special focus on dialogue act categories. Analysis results revealed that hand gestures occur with highest frequency in turn-keeping phrases. The table is 60cm height, so that the Kinect sensors can be associated and modeled by HMMs, and directional (pointing) gestures are generated. In [15], a system that converts text into gestures is necessary to decide when to generate or not a gesture.

1. Introduction

The background of this work is the generation of natural motions in humanoid robots, matched with the speech utterances. So far, we have investigated the relations between speech and several modalities including facial, head and torso movements, accounting for dialogue act functions, laughing speech and surprise utterances [1-3], and proposed several methods for generating natural motions in humanoid robots from the speech signal of a tele-operator [4-6]. Besides facial and head movements, hand gestures also commonly occur in dialogue interactions, having important functions in human-human communication [7-10]. Although there are controversies on whether hand gestures are speaker-directed or listener-directed, we consider that in either of the cases they are important for expressing human-likeness in human-robot interactions. Thus, in the present study, we focus on the analysis of hand gestures from a production perspective.

Several studies have been conducted on text or speech-driven gesture synthesis in CG animated agents [11-15]. For example, lexicon-based approaches have been proposed for generating iconic gestures in [11]. An imagistic description tree was proposed for representing the semantics of shape-related expressions in [12]. A framework that combines data-driven with model-based techniques to model the generation of iconic gestures with Bayesian decision networks was proposed in [13]. In [14], gesture and speech features are associated and modeled by HMMs, and directional (pointing) gestures are generated. In [15], a system that converts text into an animated agent by synchronizing gestures and speech was implemented. It is reported that lexical and syntactic information are strongly correlated with gesture occurrences, suggesting that syntactic structures are more useful for judging gesture occurrences than local syntactic cues.

Prosodic information has also been exploited when generating hand gestures, mainly by considering relations between prosodic focus (emphasis) and beat gestures. For example, relationship between gestures and intonation has been investigated for English conversational data in [16]. It is reported that apexes of gestural strokes and pitch accents aligned consistently, and gestural phrases and intermediate phrases aligned quite often. In [17], a prosody-based approach has been proposed for synthesis of body language, by associating motion and speech streams. It is reported that realistic and compelling body language could be produced, for English. However, we consider that it is not guaranteed that these studies can be straightly applied for any language, since prosody is language-dependent. For example, pitch-accent languages like Japanese and tonal languages like Chinese have lexicon-dependent prosodic variations. Indeed, it is reported that the relationship between head motions and speech prosody differs from languages [18]. In our previous research we also have pointed out that head motion occurrences are more related to the dialogue act functions of the utterances, rather than to prosodic features in Japanese [1].

From the above cited past studies, we can say that iconic gestures can be associated with the lexical contents, while beat gestures can be associated with the prosodic features of the speech utterances. However, the past studies remain unclear when and to what extent gestures should be generated. Hand gestures do not occur in every utterance, so that some criterion is necessary to decide when to generate or not a gesture.

In the present study, we analyzed hand gesture events in face-to-face human interactions in a multimodal three-party dialogue database, and investigated how the occurrences of hand gestures are affected by functional properties of the speech utterances.

2. Analysis data

2.1. Description of the data

For analysis, we use a dataset of the multimodal three-party conversational speech database collected at our research institute (ATR). The database contains multiple sessions of face-to-face conversations among three speakers. The data includes audio, video and motion information of each speaker. Fig. 1 shows a picture of the data collection environment setup.

Three headset microphones (DPA4060) and three RGB-D sensors (Microsoft Kinect-V2) were used to capture data of each speaker. The dialogue participants had a seat in chairs around a table, with a distance of about 2 meters between each other. The table is 60cm height, so that the Kinect sensors can
detect hand motions around the participants’ knee area. The video data from the Kinect sensors were used in the analysis of the present work.

Each dialogue session comprises about 30 minutes of random topic conversations. The speech utterances were segmented in phrase units (accidental phrases) and transcribed by a native speaker. For the present analysis, data of 2 Japanese dialogue sessions by a total of 6 native speakers (5 female and 1 male speakers) were used. All female participants are all in their 30s, while the male speaker was 22 years old. The speaker IDs are F01 ~ F05 for the female speakers, and M01 for the male speaker. All speakers within a session knew each other. The speakers F01, F02 and F03 participated in one session, and talked about topics like lunch, their experiences abroad, and their future plans. The speakers F04, F05 and M01 participated in the other session, and talked about dating, relationships and personality.

2.2. Annotation data
Dialogue act categories were annotated for each phrase, according to the following label set, which is based on previous studies [1].

- Interjectional backchannels (bc): feedback responses like “uh”, “hai” (equivalent to “uhm”, “uh-huh”, “yes” in English)
- Non-interjectional backchannels (bc2): “hontodesuka”, “sugoi” (“really?”), “great!”; also includes feedback utterances by repeating the words or phrases of the dialogue partner utterances.
- Turn-giving statements (g)
- Turn-giving/questions (q): utterances requesting an answer from the dialogue partner.
- Turn-giving/keeping (gk): utterances ambiguous between turn-giving and turn-keeping.
- Turn-keeping in strong boundaries (k): boundaries between intonational phrases; a short pause or a clear pitch reset is accompanied.
- Turn-keeping in weak boundaries (k2): boundaries between accessional phrases.
- Fillers (f): utterances like “etoto”, “anooo” (equivalent to “uhmmm”, “I mean...” in English)

In comparison to the previous dialogue act label set, the category “bc2” was introduced in the present study, since non-interjectional backchannel utterances were partly mixed with the turn-giving category “g” in the previous studies.

A research assistant (native speaker of Japanese) annotated the labels above, by listening to the speech utterances. Hand gestures were also categorized according to their functions [9,10]. The following categorization was adopted in the present research.

- Iconic: Gestures presenting images of concrete entities and/or actions. The gesture, as a referential symbol, functioning via its formal and structural resemblance to event or objects.
- Metaphoric: Gestures not limited to depictions of concrete events. They also picture abstract content, in effect, imagining the unimageable. In a metaphoric gesture, an abstract meaning is presented as if it had form and/or occupied space.
- Deictic (pointing): The prototypical deictic gesture is an extended ‘index’ finger, but almost any extensible body part or held object can be used.
- Beats: so called because the hand appears to beating time. Beats are mere flicks of the hand(s) up and down or back and forth, zeroing in rhythmically on the prosodic peaks of speech.
- Emblems: conventionalized signs, such as thumbs-up or the ring (first finger and thumb tips touching, other fingers extended) for “OK”. Emblems are culturally specific, have standard forms and significances, and vary from place to place.

Besides the above categories, we also take the following category into account.
- Adapters: movements that often involve self-touch, such as scratching or touching the hairs. Adapters happen almost entirely unaware, and may or not be accompanied by speech. Adapters can reflect the perceived emotional stability [19].

In the present work, we will refer as “hand motion” to all items described above, and “hand gestures” to all items excluding adapters.

The hand gestures were further segmented in gesture phases according to [8, 9].

- Preparation (optional): The hands from a rest position moving into a gesture space where it can begin the stroke.
- Stroke (obligatory): The stroke is the gesture phase with meaning.
- Retraction (optional): the hands returning to the rest position (not always the same position as at the start). There may not be a retraction phase if the speaker immediately moves into a new stroke.
- Pre- and post-stroke hold phases (optional): temporary cessations of motion either before or after the stroke motion. Holds ensure that the meaningful part of the gesture – the stroke – remains semantically active during the co-expressive speech.

The gesture phases were segmented by the second author, by looking at the videos and listening to the speech contents. In the present research, a separate segmentation layer was conducted for beat gestures, since those can co-occur with the hold phases of other gestures. For example, beats can occur during a deictic gesture or a metaphoric gesture.

For each gesture stroke segment, the gesture categories were annotated by a research assistant, also by looking at the video and listening to the speech contents.

3. Analysis results
3.1. Distributions of hand motions
The overall distributions of the hand motions were first analyzed. Fig. 2 shows the distributions of hand motion types and Fig. 3 shows the distributions of the total durations for utterance, hand gesture and adapters, of each speaker.

Firstly, it can be seen that among the gesture categories, beat gestures occur with the highest frequency. Part of this gesture occurs along with other gesture categories, while the other part occurs individually. Some of the speakers (F02, F05 and M01) have more adapters than others. The speaker F04 employed less hand gestures in comparison to the other
speakers. However, it can also be observed in Fig. 3 that F04 talked much less than the others. The percentages of the time when the hand gestures (excluding adapters) occur relative to the summed time of the utterance intervals are: 23%, 35%, 41%, 26%, 67% and 31% for speakers F01, F02, F03, F04, F05 and M01 respectively.

Figure 2. Distributions of hand motion types for each speaker.

Figure 3. Distributions of total durations for utterances, hand gestures and self-adaptors, for each speaker.

3.2. Relations between hand gestures and dialogue act categories

The number of overlapping incidents between hand gesture intervals and speech intervals were counted in each dialogue act categories. The adapter (self-touch) hand motion events are removed from the present analysis and discussed in the next sub-section. Fig. 4 shows the distributions of hand gesture occurrences in different dialogue act categories, for each of the six speakers. The number of occurrences in each dialogue act category is shown within brackets. The distributions are shown for all hand motion intervals (“all”), and for each gesture phase intervals (stroke, preparation, hold and retraction).

From the results in Fig. 4, it can firstly be observed that for all speakers, the occurrence rates of hand gestures during both interjectional and non-interjectional backchannel utterances (“bc” and “bc2”) show very low occurrence of hand gestures. Higher occurrence rates can be observed for turn-keeping (“k” and “k2”), fillers (“f”) and “gk” (ambiguous category between turn-giving and turn-keeping), in almost all speakers (excluding speaker M01). This suggests that when the speaker is in a listening mode, where backchannels are predominant, the occurrence rate of gestures is low, while when the speaker is in speaking mode, the occurrence rate of gestures becomes higher.
In questions and turn-giving phrases ("q" and "g"), the occurrence rates of gesture were intermediate between backchannels ("bc") and turn-keeping ("k") categories, in almost all speakers. This indicates that gestures occur with higher frequency in the middle of long sentences (where phrases with turn-keeping occur) rather than at the end of the sentences (where “g” and “q” phrases occur).

Regarding the fillers ("f"), relatively high occurrence rates are observed on the whole gesture intervals ("all"), but relatively lower occurrence rates are observed for the stroke intervals only ("stroke"), in comparison to the others. It is also observed that preparation and hold phases are predominant during fillers ("prep." and "hold").

The results in Fig. 4 showed similar trends in the hand gesture occurrences among all speakers, but also showed some differences for specific speakers. For example, speaker F04 was the only speaker in which hand gesture strokes were observed during non-interjectional backchannel utterances ("bc2"). A close look in the data revealed that these utterances were expressing negation/denial ("iyaiya sonna koto nai" meaning “not really”, with a modest attitude), and the accompanying hand gestures were also expressing negation/denial (by shaking the hands).

Regarding the speaker M01, higher occurrence rates are observed for question-type utterances ("q"), in comparison to the other speakers. A close look in the data revealed that most of the question utterances were clarification-type questions (e.g., “...toyuu kotodesuka?” meaning “you mean that ...?”). A more detailed classification of dialogue act categories may lead to a clearer relationship between hand gestures and dialogue acts. This raises another point and needs further investigation.

3.3. Relation between adapters and dialogue act categories

We also investigated if there are any relationships between hand motion types and dialogue act categories. Although no clear evidences were found for specific hand gesture categories (iconic, metaphoric and deictic), some trends were found for adapters.

Fig. 5 shows distributions of adapter-related hand motions for each dialogue act category, and each speaker. Individual laughter intervals (i.e., excluding the intervals of laughing while speaking) were also considered in the present analysis, since self-touch motions of bringing one of the hands in front of the mouth were often observed during laughter.

The results in Fig. 5 indicate that two speakers (F05 and M01) present higher occurrence rates of adapters during laughter and backchannel utterances ("bc2"). Although hand gestures (excluding adapters) occur with less frequency during backchannel utterances, as shown in the results of Fig. 4, adapters may occur with higher frequency.

4. Discussions

The analysis results in Section 3 showed relations between hand gesture occurrence and dialogue act categories. We also conducted intonation analysis on the gesture-accompanied phrases. Although relations between intonation and gesture are reported for English [16], a straight relationship has not been found for our Japanese dialogue data. However, hand gestures and intonation features could be indirectly associated through dialogue acts, since previous studies on Japanese dialogue speech have indicated relationship between tones and dialogue acts [20,21].

5. Conclusions

In this study, we analyzed the relationship between hand motion events and dialogue act categories, in three-party face-to-face dialogue interactions.

We found that the both interjctional and non-interjectional backchannel-type utterances are seldom accompanied by hand gestures, whilst hand gestures are regularly employed with turn-keeping phrases rather than with turn-giving phrases. On the other hand, it was found that the occurrence rates of adapters (self-touch movements) were higher in backchannel utterances and in laughter, in comparison to other dialogue act categories.

Future works should cover analysis of linguistic information linked to the hand gestures, and application of the analysis results to hand gesture motion generation in humanoid robots.
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