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Abstract

This paper reports the results of a small-scale longitudinal study on the use of StudyIntonation, a computer-assisted pronunciation teaching environment. StudyIntonation aims to scaffold learners through their zone of proximal development by drawing eclectically on concepts, such as Vygotskian socio-cultural theory, dynamic assessment and second language development. Learners perform shadowing tasks, aiming to replicate the suprasegmental prosodic aspects of model sentences. The pitch curves of the model and user attempts are displayed to help learners see their progress. We observed a group of learners who performed shadowing tasks in StudyIntonation for 24 months. The resultant corpus comprises 1050 speech records labelled with orthographic transcript, pitch readings, and similarity metrics. Longitudinal and microgenetic analysis of L2 pronunciation development was conducted on this dataset. Prosodic synchronization between speakers as well as longitudinal pronunciation assessment allows for quantitative evaluation by means of a dynamical modeling technique of cross-recurrence quantification analysis (CRQA). We located the zone of proximal development of each learner, where speech reveals an increased responsiveness to input audiovisual stimuli, through the oscillations of pitch similarity metrics of dynamic time warping and CRQA. The rates of cross-recurrence between the model and learner are helpful synchronization indicators and performance predictors.

Index Terms: second language development (SLD), computer-assisted pronunciation training (CAPT), socio-cultural theory (SCT), dynamic assessment (DA), actual development zone (ADZ), zone of proximal development (ZPD), scaffolding, dynamic system theory (DST), pitch similarity, dynamic time warping (DTW), cross-recurrence quantification analysis (CRQA)

1. Introduction

Dynamic system theory (DST) has gained attention as a holistic foundation of second language development (SLD) theories [1, 2, 3]. Within the DST view, all agents of language interaction are seen as dynamic systems and all the SLD processes, which occur for all language competencies [4, 5] at various timescales, are explored with respect to their dynamics [6]. A plethora of research on language development considers language acquisition as the emergence of language abilities over time and through language use, and not just as a process of acquiring abstract rules [7, 6, 5, 8]. Emergence is understood as spontaneous acquisition of new features and forms as a result of self-organizing interactions of complex system components [9, 10].

The idea of learning as an emergent process was described within socio-cultural theory (SCT) [11, 12, 13], which considers L2 development as a process of social mediation, thus sharing an emphasis on the role of environmental contexts with DST [14, 15]. SCT-informed L2 pedagogy pays much attention to individual development trajectories and operates with such constructs as zone of proximal development (ZPD) [14], scaffolding [16], mediation [17], inner speech [18] and dynamic assessment (DA) [19]. ZPD is region through which learners improve from their actual level to their potential level under guidance and through feedback [2, 14]. DA is understood as a way to infer about learner abilities and to move beyond performance assessment towards understanding of the processes underlying individual learning dynamics [14, 12]. ZPD and scaffolding were articulated in terms of contemporary DST theory in [20, 1, 16] making possible quantitative research with DST instruments and nonlinear time-series techniques [21, 15, 10]. The field of DST for L2 pronunciation teaching and learning is still under-addressed at present [22, 23], but there is evidence that DST applied to L2 pronunciation teaching and longitudinal L2 pronunciation assessment is an insightful tool to explore the individual progress and motivation of learners [24, 25]. Using DST as a theoretical framework might bridge the gap between L2 phonology and pronunciation teaching [26, 27]. Under the assumption that speech is inherently recurrent [28, 29, 30], speech prosodic phenomena allow for quantitative evaluation by means of dynamical modeling technique of cross-recurrence quantification analysis (CRQA) [31, 32].

This research undertakes an attempt to explore L2 suprasegmental teaching and learning as a complex dynamic process featuring variability, self-organization, and emergence. We pivot upon DST and SCT L2 pedagogy concepts and propose how DA could be constructed in StudyIntonation [33], a multimodal computer-assisted pronunciation training (CAPT) environment for Standard British English phrasal intonation. We argue that L2 suprasegmental learning based on SCT constructs and instrumented with dynamic model and CRQA sheds light on processes occurring in the course of learner’s interaction with a suprasegmental-oriented CAPT. The following questions guided this research:

1. How a dynamic model could be applied to L2 suprasegmental teaching and learning with a CAPT system?
2. How developmental processes of learners in terms of their ZPD could be observed in the course of suprasegmental training?
3. How DA approach based on learners developmental trajectories could add to more individualized CAPT feedback and instruction focus?
The remainder of this paper is structured as follows: Section 2 explains the method of DA built on integrating a dynamic model for Vygotskian ZPD into the CAPT system; Section 3 describes and discusses the experiments leading towards a DA method for CAPT system; while Section 4 summarises the research outcome.

2. Methodology

Research informed by DST is defined and shaped by specific questions under consideration, such as the emergence and dynamics of specific language skills [34, 4], but there is still a need for an explicit form of applicability of dynamic models in L2 empirical research designs [35, 36]. We adapted a dynamic model for Vygotskian developmental mechanism from [20, 1, 9] for a narrow context of a CAPT system interaction.

We used the learning content of StudyIntonation, i.e. a subset of English phrasal intonation patterns, as the array of external and internal contents [1]; metrics based on dynamic time warping (DTW) [37] and CRQA descriptors as indicators of learning dynamics (in the form of phase shifts, developmental jumps, etc.) [10]. We searched for quantitative indicators of learners’ entrance into their ZPD in the course of CAPT system interaction alongside with spotting the specific tasks, which could be of maximum usefulness because of sensitivity, responsiveness and perception increase while being within one’s ZPD. Thus, performing assessment and instruction together, we obtain individually tailored DA-based feedback.

2.1. Dynamic Model of Vygotskian Developmental Mechanism

Dynamic system current state generates its successive state by a rule of change (“evolution rule”, the driver of its change) and thus produces a trajectory in a state space [9]:

\[ x_{t+1} = f(x_t) \rightarrow x_{t+2} = f(x_{t+1}) \rightarrow \ldots \] (1)

Van Geert [20] incorporates the Vygotsky dialectical mechanism of development into the dynamic model in the following way: performing an action, the system (e.g., a learner) activates a particular content \( c_n \) (a pattern, a skill, a rule, etc.), which is associated with a specific developmental level \( n \) that is responsible for that action. Any event which can be either an action or an experience is a confluence between an internal content \( c_n \in I, I = \{ c_1, c_2, \ldots, c_n, \ldots \} \) and an external content \( c_m \in E, E = \{ e_1, e_2, \ldots, e_m, \ldots \} \) which share the same developmental level index \( n \). If \( I \subseteq E \), that implies the environment \( E \) is viewed as a potential source of learning and development.

The effect of an action on further development of the system, depends on two contents – the first is the activated content \( c_n \), which represents its actual developmental level \( A_n \), which Vygotsky names the actual development zone (ADZ); the second content \( c_k, k > n \) is defined by the help or information or feedback resulting from performing the action. This second content defines or specifies the system’s potential level \( P_i \), which is a developmental level corresponding to a set of contents (patterns, skills, rules, etc.) in the array \( I \) that is most sensitive to the effect of experience brought about by the activated content \( c_n \). This sensitivity to instruction is what Vygotsky contended with his ZPD concept.

The existence of a content that is more sensitive to experience than the others is, according to [1], based on two opposing tendencies that are likely to occur in learning and developing systems: preference for novelty and preference for familiarity. These tendencies can be expressed in the form of a pair of exponential function [20, 1]:

\[ f_{\text{familiar}}(i) = ab^{ci} \] (2)
\[ f_{\text{novel}}(i) = dg^{fs} \] (3)

where \( a, d, f > 0, b, g \in (0,1), c < 0 \), and \( i \) is the distance between contents in the array \( I \). Van Geert [1] names the most preferred content for both functions as the one at the cross-section point of \( f_{\text{familiar}}(i) \) and \( f_{\text{novel}}(i) \):

\[ i = n + \Delta M = \frac{\log \left( \frac{a}{d} \right)}{\log(g) - c \log(b)} \] (4)

Each time the system has gone through an action/experience the content arrays are updated. The maximal gain occurs at two places: at the content corresponding with the actual output level \( A_n \), and the balance point of maximum sensitivity to experience which is defined by the equation \( 4 \).

The mathematical model for Vygotsky ZPD concept of learning includes two evolution rules for actual and potential developmental levels [20]:

\[ A_{t+1} = A_t + (1 + R_{A_t} - R_{A_t} A_t P_t) \] (5)
\[ P_{t+1} = P_t + (1 + R_P - R_P P_t P_t) \] (6)

where \( R_{A_t} \) – learning rate, \( R_P \) – teaching rate, \( P_t \) – goal state. The learning and teaching rates update rules are defined as:

\[ R_{A_t} = r_A - \frac{P_t}{A_i} - o|\alpha(P_t - P_i) | \] (7)
\[ R_P = r_P - \frac{P_t}{A_i} - o|\beta(P_t - P_i) | \] (8)

where \( r_A, r_P \) are constant growth factors, \( o \) sets the optimal \( P \) ratio, \( \alpha, \beta \) are damping parameters. This model describes the reciprocal interaction between the principal variables \( A_t \) and \( P_t \) with the support of a set of control variables. The effect of dynamic model is that it allows for observing the learner’s gradual transition from one developmental level to another.

2.2. CAPT Experimental Platform StudyIntonation

DST was shown to be sound and beneficial in digital environments for language learning [38, 23], where the importance and contribution of multimodal input was supported by neuroimaging studies on the optimal operation of the human brain in multisensory environments [39]. Interaction with StudyIntonation is multimodal, involving listening to a recording, observing a pitch curve and shadowing a model phrase. As a means of feedback the system produces a pitch curve for recorded speech and calculates DTW-based similarity metrics. The learning content of StudyIntonation is produced by native speakers, it covers a set of 74 examples of phrasal intonation patterns and is structured in 4 groups with respect to various speech situations. This approach is in line with recent SLD research, which highlights the influence of social factors to language acquisition and argues a holistic, top-down approach as paramount for L2 pronunciation instruction [8]. The most CAPT resources are still in need for accurate instructive feedback and learning strategies [6, 40]. As L2 suprasegmental teaching and learning may be understood as dynamic process, we searched to improve the instruction and feedback mechanism by mapping CAPT context to a dynamic model (Table 1).
### 2.3. CAPT Environment as a Dynamic Model with DTW and CRQA Metrics as Developmental Descriptors

<table>
<thead>
<tr>
<th>CAPT system</th>
<th>Dynamic model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Learner (narrow context)</td>
<td>Internal array of contents, skills, etc. $I(c_n)$</td>
</tr>
<tr>
<td>Courseware (source of experience)</td>
<td>External array of contents, events, patterns, etc. $E(c_n)$</td>
</tr>
<tr>
<td>A specific pattern (task)</td>
<td>Familiar content in ADZ $c_{fn}$</td>
</tr>
<tr>
<td>Performance metrics (DTW, CRQA)</td>
<td>Developmental indicators</td>
</tr>
</tbody>
</table>

Table 1: Correspondence between DST Concepts and Components of CAPT System for Suprasegmental Learning

The choice of DTW and CRQA as developmental indicators is motivated by the fact, that when taken longitudinally, they reflect the changes or represent properties of intonation acquisition and model/learner prosodic synchronization. CRQA metrics discriminating and descriptive ability for various L2 DST-based research, speech synchronisation and emotion recognition tasks was repeatedly demonstrated (see, e.g. [10, 32]), while DTW is known as a conventional measure of pitch curve similarity [37].

The interpretation of DTW-based performance metrics in terms of dynamic model of ZPD relies upon the admission that a specific DTW-based metric depends upon the familiarity/novelty of a specific content and may be understood as a familiarity/novelty measure of a specific experience, thus a DTW-based metric could be used as a visible indicator of a specific content activation. DTW metric variability, thus, should signal learner’s transition from one developmental level to another [4] and produce unimodal and bimodal curves. The transition is detected by the emergence of a second peak yielding a bimodal pattern. After the transition, the first peak disappears and the original unimodal pattern at a higher level is restored [1].

### 3. Results and Discussion

#### 3.1. StudyIntonation Dataset Collection

A dataset of 1050 records of 1 British English native speaker and 5 non-native speakers with L1 Russian doing StudyIntonation tasks was collected. A group of learners performed a shadowing task during one-hour learning sessions occurring intermittently over a 24-month period.

The whole observation time was split into task-wise and session-wise timescales:

1. Two successive attempts of one task (30 sec);
2. All attempts for a specific task (15 min);
3. All attempts for all tasks covered within a learning session (45-60 min);
4. All attempts for a specific task within the observation period (24 months); and
5. All attempts for all tasks within the observation period (24 months).

Since pronunciation dynamics demonstrates short-term and acute shifts [41] the most significant developmental effects were obtained for scales 1 and 2 (Fig. 1).

Each record in the dataset bears the following markup:

1. Subjective expert decision (SED) whether learner’s attempt is good or not (binary, 0 or 1);
2. DTW metric of model and learner pitch similarity (DTW); and
3. CRQA metrics: cross-recurrence rate (RR), percentage of determinism (DET), average diagonal length (AVG_DIAG), etc.[31].

The embedding dimension $d$ for CRQA metrics $d \in [2, 4]$ for pitch contours was obtained by the False Nearest Neighbors algorithm (FNN) [42]. This value complies with DST-based speech $f_0$ extraction algorithms, (e.g. [29, 30]), where the number of embedding dimensions for $f_0$ was shown to be within an interval of 2 to 5. CRQA metrics were calculated for embedding dimension, $d = 3$ and point proximity radius, $\epsilon = 2.9$.

#### 3.2. DTW and CRQA as Joint Developmental Descriptors

To explore whether using DTW and CRQA metrics together add to the learner performance assessment more than when used separately, we trained logistic binary classifiers to discriminate learner attempts from the StudyIntonation dataset and examined DTW and CRQA feature importance (Table 2). Logistic regression classifiers were trained using DTW together with various CRQA feature subsets as a part of the input. Table 2 shows classifier accuracy for DTW, DTW, RR; and RR, DET feature sets, where a combination of DTW and RR shows the best discrimination ability.

- DTW-based classification had the lowest accuracy of 0.60.
- CRQA-based classifier had relatively poor accuracy of 0.63.
- DTW+RR-based classifier achieved better accuracy of 0.73.
- Other CRQA features, when included into the feature set, confused the logistic classifier.

<table>
<thead>
<tr>
<th>Feature set</th>
<th>Classifier metrics $(p\text{-precision}, r\text{-recall})$</th>
<th>Accuracy (F1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DTW</td>
<td>$p_0: 0.65 \ r_0: 0.56$</td>
<td>0.60</td>
</tr>
<tr>
<td></td>
<td>$p_1: 0.56 \ r_1: 0.65$</td>
<td></td>
</tr>
<tr>
<td>RR, DET</td>
<td>$p_0: 0.70 \ r_0: 0.61$</td>
<td>0.65</td>
</tr>
<tr>
<td></td>
<td>$p_1: 0.51 \ r_1: 0.69$</td>
<td></td>
</tr>
<tr>
<td>DTW, RR</td>
<td>$p_0: 0.75 \ r_0: 0.68$</td>
<td>0.71</td>
</tr>
<tr>
<td></td>
<td>$p_1: 0.67 \ r_1: 0.73$</td>
<td></td>
</tr>
</tbody>
</table>

Table 2: DTW and CRQA Feature Sets

#### 3.3. Transition to ZPD. DA within CAPT Interaction

In [5, 4, 13] it was shown that learners’ performance does not increase linearly, but passes through periods of progression and regression alternatively. These are not isolated jumps, but the stages of a continuous developmental process; and each individual learner demonstrated unique patterns of this developmental trajectory.

We located a transition and, thus, a ZPD of each learner by oscillations of DTW and observed an increased responsiveness to input audiovisual stimuli, manifesting itself by the occurrence of low DTW. The rate of cross-recurrence RR in ADZ tends to grow smoothly alongside with a decrease of DTW (Fig.
During the state of transition, DTW oscillates between two levels, while RR dynamics may be either indifferent or oscillate randomly (Fig. 1b, 1d). We fixed the specific types of tasks, where such an oscillation started to occur and where learner’s efforts should be directed to (Table 3). Although not the focus of this research, a notable finding was that a non-native speaker was, at times, able to replicate the model more accurately than the native speaker. It appears that possessing “a good ear” may be a more important determinant of success than mother tongue.

Table 3: Example of DA-Driven Task Assignment for StudyIntonation in Accordance with Learner’s ADZ and ZPD location

<table>
<thead>
<tr>
<th>ADZ</th>
<th></th>
<th>ZPD</th>
</tr>
</thead>
<tbody>
<tr>
<td>L1T7:</td>
<td>I had to cancel the meeting.</td>
<td>L1T8: I’d really appreciate that.</td>
</tr>
<tr>
<td>L1T9:</td>
<td>Are you going for lunch now?</td>
<td>L2T1: Would you like to join me for dinner?</td>
</tr>
<tr>
<td>L2T2:</td>
<td>Would you like to visit the museum?</td>
<td>L1T25: I’m glad, that’s really kind of you, thank you!</td>
</tr>
</tbody>
</table>

4. Conclusion

Teaching individual segmental and suprasegmental features can positively influence the global construct of L2 pronunciation proficiency [43, 44]. Maximum sensitivity to particular contents of developmental levels means that experiences at those levels yields a maximal effect [1]. The major outcome of this research is how to perform DA during the process of phrasal intonation teaching with a CAPT system and how to determine learners’ movement from one developmental level to another.

While working through ADZ, DTW metrics are either immediately low or rapidly and steadily converge to small values. A good rising edge of RR is present, which indicates that two phonological systems are synchronizing with each other. When transition to a new level (ZPD entrance) is approaching, there is a group of tasks where DTW is high, but immediately after instruction there is a short effect of prosodic memory, which results in a low DTW metric for one attempt. The student produces a good result, but cannot hold this effect longer. This variability signals a maximum sensitivity to the instruction and experience. It is necessary to spot the type of tasks, where oscillations occur, specific for each learner, and direct the focus of efforts there. The example in Fig. 1, these are longer interrogative and exclamatory sentences (Table 3). A distant ZPD is formed by contents where learners can not yet access the model and all indicators are unstable; but step by step, as a consequence of teaching in the ZPD, learners become more familiar with contents that are ahead of their current actual developmental level [9, 4, 6, 34].
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