Implementation of DNN-based real-time voice conversion and its improvements by audio data augmentation and mask-shaped device
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Abstract

Voice conversion (VC) enables us to change speech while preserving the linguistic information and is expected to play a significant role in augmented human communication. Recently, deep neural network (DNN)-based VC has been attracting attention because it can synthesize high-quality speech. However, existing methods typically assume offline processes (i.e., analysis, conversion, and synthesis) and cannot be directly applied to real-time VC. Therefore, we propose an implementation method of DNN-based VC that works online with low latency. We also propose audio data augmentation to improve the speech quality of real-time VC. Finally, we develop a mask-based real-time VC device to improve robustness against background noise. Experimental results demonstrate that 1) the proposed real-time VC works with 0.50 of the real-time factor, 2) the proposed data augmentation improves speech quality, and 3) the proposed mask-based VC device is more robust to noise than a standard microphone-based VC device.

Index Terms: deep neural network, DNN-based voice conversion

1. Introduction

Voice conversion (VC) [1, 2] is a technique to transform speech while preserving linguistic information and having the desired para-/non-linguistic information. It is expected to play a significant role in elevating human communication beyond their physical constraints. Recent approaches to VC include various machine learning techniques that produce high-quality converted speech. Moving beyond conventional Gaussian mixture model (GMM)-based VC [1, 2], deep neural network (DNN)-based VC [3, 4] is attracting attention these days. Thanks to the non-linear transformation of DNNs and the techniques shared among different research fields, deep architectures can now perform higher-quality sequence-wise conversion. However, since these systems use offline or time processes, (e.g., WORLD [5]) feature analyzers, such as STRAIGHT [9] and WORLD [5], is required for high-quality feature analysis. However, they come at a high computational cost and require time delays¹. As an alternative, we use simple fast Fourier transform (FFT)-based mel-cepstral coefficients analysis and bi-directional recurrent neural network [4], they cannot be directly applied to online and low-latency conversion.

In this paper, we propose an implementation method of DNN-based VC that works online with low latency. The fundamental idea is inspired by GMM-based real-time VC [6], and we introduce several techniques for efficient conversion. Towards the use of VC in artificial delayed auditory feedback, we implement VC with a 50 ms latency that is not noticeable by the speaker. To improve the speech quality of the proposed real-time VC, we propose three methods of audio data augmentation that artificially augment training data. Two of these methods, pitch shift and time stretch [7], make the real-time VC robust to perturbations of human speech production, and the third one, time shift, makes it robust to perturbation of the start time of short-time Fourier transform. For the construction of a real-time VC device, we need to ensure that it is robust to background noise if we want it to have practical use in actual environments. One way to make real-time VC robust to noise is the use of audio data augmentation with the artificial injection of a variety of noise [8]. However, making it robust to non-stationary noise (e.g., another person’s voice) requires sequential compensation and some delays, which is unsuitable for the proposed real-time voice conversion. Therefore, we have developed a mask-based real-time VC device that physically blocks noise fed into a microphone. Experimental results demonstrate that 1) the proposed real-time VC works with 0.50 of the real-time factor, 2) the proposed data augmentation improves speech quality, and 3) the proposed mask-based VC device is more robust to noise than a standard microphone-based VC device.

2. Implementation of DNN-based real-time voice conversion

In this section, we describe how to implement DNN-based real-time voice conversion that is executable with low latency. The framework consists of analysis, conversion, and synthesis steps, as shown in Fig. 1. The analysis step extracts speech features from the source speaker’s speech waveform. The obtained features are then converted into the target speaker’s features by using DNNs in the conversion step, and the synthesis step synthesizes the converted speech waveform. All the processes are performed recursively with low latency. The following sections explain the details of the three steps.

2.1. Analysis step

Speech features, mel-cepstral coefficients, power, and F₀ are first extracted from an input speech waveform. As in conventional DNN-based VC, the use of state-of-the-art spectral feature analyzers, such as STRAIGHT [9] and WORLD [5], is required for high-quality feature analysis. However, they come at a high computational cost and require time delays¹. As an alternative, we use simple fast Fourier transform (FFT)-based mel-cepstral coefficient analysis [10], the same as [6]. We can compensate for the quality disadvantage of FFT-based analysis by using our proposed audio data augmentation, as we describe in Section 2. We refer to this feature as FFT mel-cepstral coefficients in the following sections. Note that state-of-the-art feature analyzers can be used for extracting the target speaker’s features, as the process is not included at run-time.

Next, trajectory smoothing [11], which removes the modulation spectrum components [12] of high modulation frequencies, is applied to the extracted FFT mel-cepstral coefficient sequence. The higher modulation frequency components are neg-

¹For example, WORLD [5] uses a window function with the length of 3/F₀ ms. If F₀ = 70 Hz, the window length is approximately 43 ms.
ligible for speech perception and difficult to be modeled with DNNs, and the trajectory smoothing can improve the prediction accuracy of speech features. In [11], a non-causal low pass filter (LPF) is used for the removal, but we use a two-tap finite impulse response (FIR) LPF for the purpose of online and low-delay conversion. The FIR filter has values at frames -1 and 0 (i.e., previous and current frame).

2.2. Conversion step
Speech features of the target speaker are estimated from speech features of the source speaker. We conduct the following four transformations.

1. From source speaker’s FFT mel-cepstral coefficients to target speaker’s WORLD mel-cepstral coefficients
2. From source speaker’s FFT mel-cepstral coefficients to target speaker band-averaged aperiodicity
3. From source speaker’s log-scaled $F_0$ to target speaker’s log-scaled $F_0$
4. From source speaker’s power to target speaker’s power

The third and fourth transformations are linear, as used in the conventional GMM-based VC [2], and the first and second use DNNs. In the first transformation, we use multi-frame (current $\pm C$ frames) FFT mel-cepstral coefficients as input and one-frame WORLD mel-cepstral coefficients as output. Since the input and output are similar types of features, a DNN with input-to-output residual architecture [13] efficiently works for the feature conversion. Similarly, we use multi-frame FFT mel-cepstral coefficients as input and one-frame band-aperiodicity as output in the second transformation.

To train DNNs, we use the mean squared error (MSE) for the loss function. Given the target speaker’s speech feature sequence $y = [y_1, \cdots, y_t, \cdots, y_T]^\top$ and the predicted feature sequence $\hat{y} = [\hat{y}_1, \cdots, \hat{y}_t, \cdots, \hat{y}_T]^\top$, the loss function is

$$L(y, \hat{y}) = \frac{1}{T}(\hat{y} - y)^\top(\hat{y} - y), \quad (1)$$

where $t$ represents the frame index and $T$ is the total number of frames. Before the training, trajectory smoothing [11] is performed on the target speaker’s WORLD mel-cepstral coefficients in order to improve prediction accuracy. Note that, theoretically, the proposed architecture runs regardless of the DNN’s training method, which allows us to improve the model independently. For example, although we did not adopt in the experiment, generative adversarial network (GAN) [14]-based training [15] could be utilized for improving quality in converted speech without increasing computation costs at run-time.

2.3. Synthesis step
A waveform is synthesized from the converted speech features. As in the conventional method [6], recursive maximum likelihood parameter generation (R-MLPG) [16] is applied to the converted WORLD mel-cepstral coefficients. The covariance matrix used for the R-MLPG is calculated in advance [17]. A speech waveform is generated using the WORLD’s recursive
2.4. Algorithm latency

Here, we calculate the algorithm latency of the proposed DNN-based real-time VC. Supposing that the frame shift is 5 ms, frame length is 25 ms, \( C = 2 \), \( M = 3 \), \( W = 3 \) (\( W = 3 \) covers the length of a one-pitch waveform of 70 Hz of \( F_0 \)), and the algorithm latency of the analysis, conversion, and synthesis steps are 10 ms, 10 ms, and 30 ms, respectively. The total latency is 50 ms (see Fig. 1).

3. Audio data augmentation for DNN-based real-time VC

Data augmentation is a way to improve the performance of DNNs. It works by padding artificial data and utilizing the fact that a DNN’s performance changes sensitively according to the amount of training data [18]. It is widely used for speech recognition [7] and acoustic event classification [19, 20, 21]. In this paper we apply two methods (pitch shift and time stretch) [7] to make the proposed VC framework robust to perturbation of human speech production. Furthermore, we propose another method (time shift) to tackle a drawback of the FFT-based mel-cepstral analysis we used in Section 2. Figure 2 shows the original waveform and the waveforms processed with each data augmentation method.

3.1. Pitch Shift (P-Sh)

Even when a single speaker speaks the same text, the pitch trajectory will be different each time. For training data augmentation, we use the WSOLA algorithm [22] and waveform resampling [23] to slightly change the pitch of the source and target speaker’s waveforms. The left of Fig. 2 shows the original power spectrum (blue) and the one shifted a whole tone.

3.2. Time Stretch (T-St)

As discussed in Section 3.1, we introduce data augmentation by time stretch to ensure robustness to speech speed perturbation. The WSOLA algorithm [22] is used for the stretch. The middle image in Fig. 2 shows a case in which a waveform (red) is sped up by 1.05 and thus is shifted to the right of the original one (blue).

3.3. Time Shift (T-Sh)

The start time of the frame analysis influences the power spectrum (and also mel-cepstral coefficients). Feature analysis in VC must be robust to the start time. For example, WORLD [5] designs a \( F_0 \)-adaptive window function such that the resulting spectrum is theoretically independent of the start time of analysis, but this framework is unsuitable for real-time VC, as explained in Section 2. Instead, we propose a data augmentation method where the start time of FFT-based mel-cepstral analysis is shifted within the frame shift length. For example, setting the frame shift length to 5 ms, we set an offset of the start time with a range of \( \pm 2.5 \) ms.

4. Noise-robust DNN-based real-time VC with mask-shaped device

To achieve a real-time VC system for augmented human communication, the system should be usable in noisy environments. There are two possible approaches to this: adding noise suppression before VC or training acoustic models using noisy speech. While the former approach (e.g., monaural speech enhancement [24, 25]) performs noise suppression with low latency, the noise suppression works only in limited cases. Also, while the latter approach (e.g., data augmentation using the artificial injection of a variety of noise [8]) performs a highly robust noise suppression, it requires heavy computation due to deeper architectures for sequential compensation (e.g., suppressing another person’s voice).

Therefore, we have developed a real-time VC device that is robust against noise by physically preventing noise contamination. Figure 3 shows the proposed device. A monaural microphone is embedded at the top of the device and connected to a laptop PC (for real-time VC) via a cable. The VC user
fitted the device over his/her mouth to prevent background noise from contaminating the input speech, thus keeping the conversion quality high. Holding the device very tightly would impede free movement of articulators, so the user holds the device such that a tiny gap is present between the device and his/her face.

5. Experimental evaluation

5.1. Experiment settings

We used 100 utterances (approx. 12 min.) of two Japanese male speakers, the original transcript of which is included in the Voice Actress Corpus [26]. The sampling frequency was 16 kHz. We used 90% of the corpus for DNN training and the remainder for evaluation. The frame shift was 5 ms. The lengths of the frame and the FFT were 400 (25 ms) and 512, respectively. The number of dimensions of FFT/WORLD mel-cepstral coefficients was 40 (0th-through-39th). The 0th component was used for the power component.

The cepstral coefficients was 40 (0th-through-39th). The 0th component was used for the power component. The number of dimensions of FFT/WORLD mel-cepstral coefficients was 40 (0th-through-39th). The 0th component was set to power component. The number of dimensions of FFT/WORLD mel-cepstral coefficients was 40 (0th-through-39th). The 0th component was set to

5.2. Computation cost of proposed real-time VC

We calculated a real-time factor (RTF) to determine whether the proposed VC operates in real time on a single CPU. The RTF is a value of the computation time divided by the length of the input waveform. Table 1 summarizes RTFs of the analysis, conversion, and synthesis steps. While the conversion step using DNNs took more computation time than the others, the total RTF was smaller than 1.0. Therefore, we can confirm that our VC system operates in real time (and with latency).

5.3. Effectiveness of proposed data augmentation

We evaluated the effectiveness of the three proposed data augmentation methods in terms of prediction accuracy (Section 5.3.1) and speech quality (Section 5.3.2).

Table 1: Real-time factor (RTF) of our DNN-based real-time VC (mean and standard deviation). The processing time indicates a computation time within one frame (5 ms).

<table>
<thead>
<tr>
<th>Processing time [ms]</th>
<th>Analysis</th>
<th>Conversion</th>
<th>Synthesis</th>
</tr>
</thead>
<tbody>
<tr>
<td>RTF</td>
<td>0.85 ± 0.002</td>
<td>1.12 ± 0.01</td>
<td>0.85 ± 0.01</td>
</tr>
</tbody>
</table>

5.3.1. Prediction accuracy

We calculated MSE between the predicted and target WORLD mel-cepstral coefficients of the evaluation data. The compared methods are 1) without augmentation (conventional method), 2) pitch shift, 3) time stretch, 4) time shift, and 5) using all of 2-through-4. Figure 4 shows the MSE at each step of DNN training. The amount of training data was increased by factors of one, five, three, five, and 35, respectively. The x-axis is the number of frames used for iterative training. Table 2 summarizes the MSE values after completing the DNN training. Note that the WORLD mel-cepstral coefficients were normalized to have zero-mean and unit-variance. As indicated in the figure and table, there was no big difference among the different data augmentation methods, but the data augmentation dramatically improved the conversion performance.

5.3.2. Speech quality

We conducted a preference AB test to evaluate the naturalness of the converted speech. The compared methods are real-time VC without and with data augmentation (using all of 2-through-4 in Section 5.3.1). We presented a pair of converted speech in random order and had listeners select the speech sample that sounded most natural. Similarly, a preference XAB test on the speaker individuality was conducted using the natural speech as a reference “X.” These tests were done using our crowdsourcing evaluation system. Thirty-five listeners participated in each evaluation and ten utterances were used per listener.

The results of the subjective evaluation are shown in Fig. 5. As we can see, both speech quality and speaker individuality were significantly improved by the proposed data augmentation.

5.4. Robustness against noise

Finally, we evaluated the noise robustness of the DNN-based real-time VC with the proposed mask-shaped device, using voices recorded in actual noisy environments. Compared methods are VC without (i.e., monaural microphone only) and with the mask-shaped device. We recorded evaluation data in two environments: an anechoic room (clean environment) and a train station (noisy environment). The recording in the station was

![Figure 4: MSEs at each training step.](image)

Table 2: MSEs of trained DNNs.

<table>
<thead>
<tr>
<th>Augmentation</th>
<th>Pitch</th>
<th>Time</th>
<th>All</th>
</tr>
</thead>
<tbody>
<tr>
<td>Without</td>
<td>0.878</td>
<td>0.859</td>
<td>0.859</td>
</tr>
<tr>
<td>Shift</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stretch</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time Shift</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All</td>
<td></td>
<td></td>
<td>0.853</td>
</tr>
</tbody>
</table>
Figure 5: Results of preference AB test on naturalness and preference XAB test on speaker individuality (evaluation of audio data augmentation). Their p-values were smaller than 0.001.

Figure 6: Results of preference AB test on naturalness and preference XAB test on speaker individuality (evaluation of mask-shaped device in clean environment). Their p-values were smaller than 0.001.

done at Shibuya station in Tokyo, Japan, which is an extremely busy location where crowds of people mill and chatter.

The preference AB test on speech quality and preference XAB test on speaker individuality were conducted in the same manner as in Section 5.3.2. Results for the clean and noisy environments are summarized in Figs. 6 and 7, respectively. Unfortunately, our device degraded speech quality and speaker individuality for the clean-environment recording. This is because the shape of our device slightly impeded the movements of articulators. In addition, since the mask-shaped device was used only for conversion and not for building the conversion models, the mismatch between the types of speech in training and inference could have a negative influence on the quality. On the other hand, the device improved the naturalness for noisy-environment recording due to the physical prevention of noise contamination.

6. Conclusion

We proposed techniques and devices for real-time voice conversion (VC). We first showed how to implement deep neural network (DNN)-based real-time VC, which operates in 0.50 of the real-time factor and with 50 ms of algorithm latency. Second, we proposed three data augmentation methods to achieve robustness against perturbation of human speech production and Fourier transform. Finally, we developed a DNN-based real-time VC system with a mask-shaped device for use in noisy environments. Our future work will focus on further evaluation, including a comparison of quality with conventional DNN-based VC and noise suppression, an evaluation with more speaker pairs, and MOS test. Furthermore, to ameliorate the quality when the mask is used, applying a filter and developing the model using the speech recorded with the mask are desired to be conducted.
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