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Abstract
Fast speaker verification systems can be realised by re-
ducing the computation associated with searching of mix-
ture components within the statistical model such as a
Gaussian mixture model, GMM. Several improvements
regarding computational efficiency have already been pro-
posed for speaker verification.

In this paper, the technique of Gaussian selection is
applied to the speaker verification task. Gaussian selec-
tion is commonly known in speech recognition where it is
used to speed up the scoring process of HMM recognis-
ers. Here we use the same technique to reduce the com-
putation of mixture components within the GMM frame-
work. Experiments compare different selection methods
on the text-independent Odyssey 2001 speaker verifica-
tion database. Further, the selection methods are com-
pared with the baseline approach of scoring all mixture
components in the full model. The results reveal a com-
putational reduction of factor ten with only minor degra-
dation in verification performance.

1. Introduction

With emerging applications for speaker verification, such
as home shopping, the computational efficiency becomes
more important. At peak times, these systems may per-
form several verifications in parallel and hence tend to
be overloaded or use large server farms to prevent over-
loading. To minimise the cost of hardware it might be
beneficial to reduce the computational effort for verifica-
tion. Although the aforementioned verification systems
may use a text-dependent mode, similar computational
reduction may apply to a text-independent mode.

Most of today’s text-independent speaker verification
systems model the acoustic space using Gaussian mix-
ture models [1]. These systems use a world model to
overcome shortages in speaker training data. A speaker
specific model is created from the world model by adap-
tation. The described speaker verification system needs
a large amount of computation for scoring Gaussian den-
sities. With no optimisations, such a system tends to use
more than 90% of the processing time for scoring Gaus-
sian densities. An adaptive speaker verification system
already reduces the processing by using a mixture corre-

spondence between the world and speaker model [1]. It is
known that a good scoring Gaussian density of the world
model will lead to a high likelihood for the correspond-
ing speaker model density due to the adaptation. This
correspondence leads to scoring only a small number of
components for the speaker model and hence reduces the
Gaussian density processing by almost a half.

Given the speaker-world correspondence, the process-
ing requirements of an adaptive speaker verification sys-
tem are related to three factors. These are the dimen-
sion of the feature vector, the number of frames per sec-
ond and the number of components in the world model.
Applying linear discriminant analysis [2] or similar tech-
niques [3] have already been proven successful in reduc-
ing the dimension of the acoustic space. Experiments
on selecting certain frames of the continuous stream for
scoring [4] or down-sampling of the signal [5, 6] have
been applied to reduce the frame rate for processing. These
techniques achieve a processing reduction of about factor
4 with minimal degradation in verification performance.
The third factor, reducing the number of components in
the world model leads to certain degradation in perfor-
mance due to a less detailed description of the acoustic
space.

In speech recognition, reducing the number of com-
ponents is performed by processing only a sub-set of mix-
ture components for each frame. In the case of GMMs,
this could be achieved by selectively calculating only those
components, which are likely to obtain good scores. One
technique that reduces processing in speech recognition
is called Gaussian selection [7, 8]. Here smaller mod-
els, further referred to as hash models, are computed. For
each component of this hash model a shortlist of indices
is generated which contains indices of mixture compo-
nents in a larger model which is used for verification. In
this paper, different techniques of Gaussian selection are
investigated in the context of text-independent speaker
verification.

2. Gaussian Selection

A basic text-independent speaker verification system is
based on a large Gaussian mixture model, which repre-
sents the world. Such a model is trained using an expec-
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tation maximisation algorithm [9]. This large base GMM
is the fundamental model for scoring the feature vectors
and for verification. For Gaussian selection, a smaller,
hash model is created which contains shortlists of possi-
bly good scoring mixture component in the larger base
GMM. The hash GMM can be trained using different ap-
proaches. Some of them are discussed later.

The hash model is the first stage in scoring. A fea-
ture vector is first scored against all components in the
hash model. The best scoring component is then used to
retrieve indices of components in the larger base GMM.
These indices are stored in a shortlist for each particular
mixture component and are obtained during a separate
training phase.

2.1. GMM Hashing

The most straightforward method of creating a hash model
is to train a smaller GMM with the same training data as
the large base GMM. Given a base model size of 1024
components, a hash model with 32 components can in-
dex all components in the large model when at least 32
indices are stored in each shortlist. This would lead to an
overall scoring of 64 mixture components for each fea-
ture vector instead of the full model processing of 1024
component.

After creating the hash model, the shortlists are gener-
ated by a separate step where each of the training feature
vectors is scored against the hash model and the large
base model. This leads to an index pair of best scoring
components for each feature vector. These index pairs
are obtained for each feature vector and a histogram of
occurrences is calculated. A shortlist of indices to com-
ponents in the large base model is obtained by sorting the
occurrence frequencies. This is performed for each indi-
vidual hash component separately.

The shortlists allow predicting the most likely indices
in the base model. The number of components to pro-
cess can vary from a few to some hundreds depending
on the performance degradation, which can be accepted
for reducing the processing. In the case of 1024 compo-
nents in the base model and 32 components in the hash
model, the critical shortlist size is 32. This would at least
allow the possibility of indexing all components in the
large base model when each component index occurs ex-
actly once. A smaller shortlist will lead to certain com-
ponents in the base model, which will never be processed
and hence could be discarded from the overall system.
Larger shortlist sizes allow the use of certain component
indices more than once and hence lead to a more accurate
prediction.

The second approach examined in the paper for cre-
ating shortlists is similar to the first approach. The dif-
ference is that each component index is associated with
exactly one component in the hash model. This is done
by successively assigning the most likely index to a hash

component. These likelihoods are given by the frequen-
cies of occurrences as index pairs during training. If an
index is already assigned to a component, it is discarded
for further use in shortlists of other components.

The third approach investigated in this paper is the
original approach of [7]. Here the hash model is created
using the mixture components mean vectors of the large
base GMM. The mean vectors are the training data for
the hash model of 32 mixture components. After training
the hash model, each base model mean vector is scored
against the hash model. This leads to a best scoring hash
component. The base model component index is then in-
serted into the shortlist of this particular hash component.

The generation of shortlists reveals that only about
500 different components are indexed for a certain hash
component. The others are never observed in a particular
component index pair. This indicates that the processing
can be reduced by factor two without any loss in perfor-
mance.

The use of the second approach, further referred to
as GS1, reveals that the shortlist sizes are fairly balanced
with 23 and 45 indices per list. The third approach, fur-
ther referred to as GS2, obtained a far larger variation in
the size of the shortlists. Here the shortlist size varied be-
tween 16 and 98. This seems quite large and might cause
some performance degradation because a large amount
of base model indices are associated to a small number
of hash components. In the original approach, using a
so-called gauge factor circumvents possible performance
degradations due to an imbalance in the list sizes. This
factor allows a base model component index to be as-
signed to more than just one hash model component. There-
fore the performance degradation is compromised against
more processing.

3. Experimental Setting

The speaker verification system uses a front-end frame
rate of 62.5 frames per second. An FFT is applied to the
signal frames with no overlap between frames. The spec-
tral information is down-sampled to 16 linear spaced en-
ergy bins and a logarithmic compression is applied. The
spectral features are transformed to the cepstral domain
where a channel normalisation is applied using RASTA
filtering [10]. Further, first order derivatives are calcu-
lated and appended to the feature vector. These transfor-
mations obtain an acoustic space with 32 dimensions.

The GMM system uses a world model with 1024 mix-
ture components. This model is trained using a database
of British English. Recordings of both genders are used
to maximise the amount of training data available, which
are recorded using different handsets and telephone speech
quality. From this world model the speaker model is cre-
ated by adapting mean parameters only. As a final step in
scoring, a simple world normalisation [11] is applied.

The target speaker set comprises the text-independent
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Figure 1: Speaker Verification Performance for Different
Shortlist Sizes

part of the Odyssey 2001 evaluation data. These data
are the male speaker set from the NIST 2000 evaluation
and contain two minutes of training data for each speaker.
The test utterances vary in length form 15 to 45 seconds
and are recorded from a different phone number (differ-
ent handset) to the training handset of the target speaker.
The evaluation comprises the use of electret handset only.

4. Results

The first set of experiments examines the variation of
shortlist sizes for the first hashing approach. The short-
list size is varied between 16, 32, 64 and 128 indices and
compared to the processing of the full base model.

Figure 1 shows the performance degradations when
the shortlist size is varied. The plots reveal no degra-
dation when only 128 components are calculated for the
large base model. A further reduction of the shortlist
size down to 32 components reveals a small degrada-
tion. Reducing the shortlists even further, such as down to
16 components, reveals large degradations in verification
performance. This indicates that the critical list size of 32
components might be a lower limit for a compromise be-
tween computational reduction and increase in verifica-
tion error. Using a shortlist size of 32 components leads
to processing a total of 64 mixture components for each
feature vector. This equals a computational reduction of
factor 16. Processing a total of about 100 components, 32
hash components and 64 base components, still leads to
only small reductions in performance. Here the reduction
in processing is of about a factor of 10.

The second set of experiments compares the process-
ing of the full models with the different training strategies
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Figure 2: Comparison of Different Training Approaches
for the Hash Model and Shortlists

for the shortlists. Here the result of the full processing is
compared against the standard shortlist training method
with a list size of 32 components. Further the GS1 and
GS2 training methods are included in the comparison.

Figure 2 reveals a significant degradation when the
GS2 training method is used to generate the shortlists.
The main cause for the degradation might be the imbal-
ance in the shortlist sizes, which may lead to a poor in-
dexing of components from the large base model. As
mentioned previously this can be avoided by using a gauge
factor with the side effect of more processing. The GS1
indexing reveals similar performance to the basic predic-
tion with an equal shortlist size of 32 indices across all
hash model components.

5. Discussion

So far only simple approaches have been applied to the
reduction of processing. Another approach to reducing
the processing would be to train a hierarchical tree struc-
tured GMM [12] with more or less levels. This allows di-
viding the training data in each hierarchic level and thus
reduces the likelihood of miss-indexed components in the
large base model. Therefore the performance might not
degrade or even improve slightly due to a more compo-
nent specific training.

A tree structured GMM might also be advantageous
when the speaker training data are limited. The ”tree-
model” can grow with additional speaker training data
and hence improve the performance. Further the use of a
tree structure allows introducing new normalisation tech-
niques which make use of the different levels of detail in
the acoustic representation in the tree.



Another issue of applying Gaussian selection is the
additional memory overhead. This might be important
for embedded applications where memory resources are
limited. Given the scenario of a base model size with
1024 components, a hash model size of 32 components
and shortlists with 32 indices each, the memory overhead
due to Gaussian selection is less than 4%. This seems
a good compromise for a processing reduction of factor
16. The overhead may not be important because the addi-
tional parameters can reside in ROM address space. The
speaker model on the other hand resides in more costly
RAM or EEPROM.

6. Conclusions

In this paper the approach of Gaussian selection is ap-
plied to the task of text-independent speaker verification.
Gaussian selection allows to reduce the processing of Gaus-
sian mixture components in the verification system by
creating a smaller hash model and use this to index likely
mixture components in the larger base model. This form
of reducing the processing is useful when a large number
of verifications are performed in a very short period.

The approaches discussed in this paper create a small
model of 32 components to index the large base model of
components. The shortlists of indices are stored for each
hash model component individually, which allows to vary
the number of base model indices. Different approaches
have been investigated to create the index tables. The
most favourable approach trains the most likely indices
of each hash model component by scoring each training
vector against the hash model and the large base model.
The generated index pairs are sorted by their occurrence
frequencies and the most likely indices are kept for each
hash model component. This allows to trade off verifica-
tion performance against a computational reduction.

The experiments reveal that scoring only 128 out of
1024 mixture components of the large base model leads
to no noticeable performance degradation. This is a pro-
cessing reduction of about factor 6. A further reduction
down to 32 processed components for the base model
only leads to minor degradation in verification perfor-
mance. Here the computational reduction of factor 16 is
achieved with slight degradations in verification perfor-
mance and a less than 4% memory overhead. Reducing
the computation even further reveals large decreases in
performance.
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