Feature selection algorithms for the creation of multistream speech recognizers
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Abstract

In this paper, we present a method to split a feature stream into multiple feature streams.

The efficiency of ensemble classifiers for speech recognition is confirmed by several experiments. The conventional methods for constructing multiple classifiers are done by splitting the feature stream by type of features or subbands where the features are associated. The splitting approach is well suited for obtaining high-dimensional features because it naturally leads to dimension reduction of features.

In order to take advantage of ensemble classifiers, each classifier should compensate for the errors due to the other classifiers. Because every stream depends on phonetic information in clean environments, the difference on noise robustness can be measured by using independency. Therefore, each classifier should be independent from others in noisy environments. We proposed a method to split a feature stream using stream independency criteria in order to constructing independent classifiers.

We evaluated several stream splitting methods and compare word error rate by conducting continuous digit recognition experiments on noisy speech. Our method can reduce 30.9% of the word error when compared with the single classifier method, while it reduces 3.2% of the word error when compared with conventional multistream approach.

Index Terms: Multistream speech recognition, ensemble classifiers, mutual information

1. Introduction

The efficiency of multistream speech recognizers based on ensemble classification has been confirmed by several experiments [1, 2]. The conventional methods for constructing ensemble classifiers employ classifiers that only process a particular subset of features.

The multiband approach is one of the ensemble creation methods in which the features associated with a particular subbands are selected [1]. Because environmental noise is often present in limited subbands, multiband approach can reduce the effect of noise.

The multistream approach is an alternative approach for ensemble creation; in this method, the features are selected according to their types [2]. This approach can be applied when the original features include heterogeneous features. Because the features derived by other analysis methods should be robust against different type of noise, multistream feature selection can be suitably used. All conventional methods of ensemble creation for speech recognition are based on prior knowledge of features.

In conventional pattern recognition problems, more complex feature selection methods are employed for the creation of ensemble classifiers. For example, Opitz et al. and César et al. proposed a genetic-algorithm-based searching of feature subsets, which minimizes the classification error of ensemble classifiers [3, 4]. We call this approach ‘risk minimization approach’. However, it is difficult to apply this approach to pattern recognition problems that requires a large data set and complicated models such as speech recognition. Because the number of possible subsets is very large, measuring the classification error might take a very long time.

In this paper, we propose an intermediate approach between the prior knowledge approach and the risk minimization approaches for the creation of ensembles. In the intermediate method, the selection of features is determined optimally by using a statistical distribution of the behavior of features. The evaluation of classification errors is not required in this approach. Therefore, the optimization algorithm makes only one path through the data set.

One of the advantages of using ensemble classifiers is that errors from one classifier can be compensated by using the results of other classifiers. Therefore, it is important that at least a particular subset of features is error-free. We evaluate this property by using the mutual entropy between subsets of features.

In this paper, we introduce our feature extraction system and the technique to merge the results of classifiers in section 2. In section 3, we propose a method to determine feature subset. The experimental setup is presented in section 4, and the results are discussed in section 5.

2. Features and decoders

In this section, we describe the speech recognition system used in this study. Figure 1 shows the block diagram of the ASR system used.

2.1. Feature extraction

We use emphasised amplitude modulation (AM) components and frequency modulation (FM) components as features of classification.

First, the Bark filterbank [5] is applied in order to separate the signal into narrowband signals. Then, the amplitude of the nth frame α(n) is defined by the energy of short-time segment, and spectral centroid f(n) is defined by the number of zero-crossing points in the short time segment.

We emphasise α(n) and f(n) by using MLP-OL [6]. MLP-OLs are used to extract the significant modulation components from the input signals. MLP-OL is the general MLP classifier during the training phase (Figure 2).

The input vector x of MLP-OLs are

\[ x_i = a \left( n + i - \frac{L + 1}{2} \right) \] (1)
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We use the concatenation of the output vectors of all the matched filters as an original feature vector.

2.2. Classifiers
We use MLPs as a base classifier of ensemble classifiers. Each MLP considers only a subset of the features. MLPs are trained using the standard error back-propagation algorithm. We use monophones as the target classes of classification. Every MLP in an ensemble has the same number of parameters.

2.3. Merging and decoding
We observed multiple streams of the classification results. According to the tandem-approach of acoustic modeling [7], we decode these using Gaussian mixture hidden Markov models (GM-HMMs).

In order to reduce the errors due to unreliable classifiers, we use the entropy-based combination of tandem acoustic models, which was introduced by Ikbal et al. [2]. This method can suppress the evidence from unreliable classifiers by weighting them with conditional entropies of the classification results.

First, we calculate the approximate posterior probability for the \( m \)th MLP \( p(c|x^m) \) as follow:

\[
p(c|x^m) = \frac{\exp(-y_i^m)}{\sum_{d \in C} \exp(-y_d^m)} - 1. \tag{3}
\]

Here, \( x^m \) is the input vector of the \( m \)th MLP; \( y^m \), the output vector of the \( m \)th MLP; \( C \), the set of target classes (in this study, \( C \) is the set of monophones); and \( i(c) \), the mapping from the elements of \( C \) to the dimension index of \( y^m \).

In concrete terms, \( x^1 \) is the AM feature vector; \( x^2 \), the FM feature vector; \( y^1 \), the output of the AM classifier; and \( y^2 \), the output of the FM classifier.

The conditional entropy of \( x^m \) is estimated as follow:

\[
H^m(C|x^m) = \sum_{c \in C} -p(c|x^m) \log p(c|x^m). \tag{4}
\]

The weights of \( y^m \) are determined by taking the inverse of the conditional entropy \( h^m \):

\[
w^m = \frac{\{H^m(C|x^m)\}^{-1}}{\sum_{j=1}^{M} \{H^j(C|x^j)\}^{-1}}, \tag{5}
\]

where \( M \) is the number of MLPs (in this study, \( M = 2 \)).

Finally, we obtain the merged output \( \hat{y} \) as follows:

\[
\hat{y}_i = \sum_{m=1}^{M} w^m \log(y_{i}^m). \tag{6}
\]

We decode a sequence of frame-by-frame classification results using diagonal GM-HMMs. Because the dimensions of \( \hat{y} \) correlate with each other, \( \hat{y} \) is incompatible with the diagonal GM-HMMs. It is necessary to transform \( \hat{y} \) for dimensionality reduction and decorrelation. For this purpose, we use the Karhunen-Loeve transformation (KLT). The number of features for GM-HMMs is equal to the number of monophones.

3. Independent stream determination
In this section, we propose a method to select the features. In this method, features are selected by splitting original features
into groups using independency criteria so that every feature belongs exactly to one group.

We denote the feature group by \( X = \{x^1, \cdots, x^M \} \), where \( M \) is the number of classifiers, \( x^m = \{x_1^m, \cdots, x_N^m \} \) is a set of features, and \( x_m \) is a single feature.

First, we measure the independency by using the performance function \( Q(X) \):

\[
Q(X) = H(X) - \sum_{m} H(x^m) \tag{7}
\]

where \( H(X) \) represents the entropy \( X \).

Because \( H(X) \) is constant by varying the grouping rule \( X \), we omit \( H(X) \) and reformulate the performance function \( Q(X) \) as follows:

\[
Q(X) = -\sum_{m} H(x^m) \tag{8}
\]

\[
= \sum_{m} \left[ \sum_{n} H(x_{n}^m) - \left\{ \sum_{g \in \mathcal{P}(x^m)} (N(g) - 1) M(g) \right\} \right] \tag{9}
\]

\[
M(g) = I(g_1; \cdots; g_{N(g)}), \tag{10}
\]

where \( N(g) \) is the number of elements in the set \( g \), \( \mathcal{P}(x^m) \) is the power set of \( x^m \), and \( M(g) \) denotes the mutual information across the members of \( g \).

Because \( H(x^m) \) is a constant, we finally obtain the following performance function:

\[
Q(X) = \sum_{m} \sum_{g \in \mathcal{P}(x^m)} (N(g) - 1) M(g). \tag{11}
\]

It is difficult to solve this optimization efficiently because it implies the estimation of the multivariate mutual entropy. However, by using the property of \( M(g) \) that denotes the mutual information between the elements in the group, the maximization problem can be solved by the clustering algorithm, which uses the distance function based on independency criteria.

There are several methods to measure the independency of two variables. Because we would like to argue about the independency of behavior, we require a measure that indicates the independency between non-stationary signals. We employ the method proposed by Ando et al., which can deal with non-stationary time-series variables \[8\].

The distance function \( D(x_1, x_2) \) is defined as follows:

\[
D(x_1, x_2) = \left\{ \sum_{t} \log \mathbb{E}_r [\tilde{x}_1(t, \tau) \cdot \tilde{x}_2(t, \tau)^T] \right\}^{-1} \tag{12}
\]

\[
\tilde{x}_n(t, \tau) = x_n(t + \tau) - \overline{x_n}(t), \tag{13}
\]

\[
\overline{x_n}(t) = \mathbb{E}_r [x_n(t + \tau)]. \tag{14}
\]

Here, \( x \) denotes the original feature vectors and \( \mathbb{E}_r [\cdot] \) denotes the operations that measure the empirical expectation by varying \( \tau \in [-T, T] \). In \[8\], it is suggested that \( T \) must be determined so that observed signals can be assumed as quasi-stationary in segments \( x_n(t + \tau) \). We determined \( T = 25 \).

We apply the aggregate clustering method (group average method) using the distance function \( D \) and obtaining feature group \( X \).

### 4. Experimental setup

In this section, we evaluate the performance of the proposed method. We conducted continuous digit recognition of noisy speech in this experiment.

The training set and test set are taken from CENSREC-1 [9], which is the Japanese translation of the AURORA-2 data set. The training set used for MLP, HMM, and the ensemble creator comprises 4,220 utterances of noisy speech. The test set comprises 4,004 utterances, which are disturbed by realistic environmental noise at 10 dB.

Because our system uses heterogeneous features and band-limited features, there are many rational methods for selecting the features and creating ensemble classifiers. In our experiments, we compared several ensemble creation methods that are described below:

- Single
  - Constructing single classifier.
- Multiband
  - Constructing low-band features classifier and high-band features classifier.
- Multistream
  - Constructing AM features classifier and FM features classifier.
- Independent-2
  - Constructing ensembles using the proposed method. The number of classifiers is set to 2.
- Independent-4
  - Constructing ensembles using the proposed method. The number of classifiers is set to 4.

The sample rate of the speech signals in the experiments is fixed to 8,000 Hz. Therefore, the Bark filterbank separates the original signal into 14 filtered signals. All MLP-OLs are constructed with 20 hidden neurons; therefore the number of original features is fixed to 560 (product of the number of filters and the number of hidden neurons for the AM and FM).

### 5. Discussions

Table 1 shows the word error rates of the compared methods.

<table>
<thead>
<tr>
<th>System Description</th>
<th>Word Error Rate (%)</th>
<th>Baseline Improv. (% Rel.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single</td>
<td>17.15</td>
<td>-</td>
</tr>
<tr>
<td>Multiband</td>
<td>13.01</td>
<td>24.14</td>
</tr>
<tr>
<td>Multistream</td>
<td>12.24</td>
<td>28.63</td>
</tr>
<tr>
<td>Independent-2</td>
<td>11.85</td>
<td>30.90</td>
</tr>
<tr>
<td>Independent-4</td>
<td>11.63</td>
<td>32.19</td>
</tr>
</tbody>
</table>

The table shows that our proposed method achieves the highest accuracy when compared with conventional ensemble creation methods. Our method can reduce 30.9% of the word error when compared with the single classifier method, and reduce 3.2% of the word error when compared with the conventional multistream method. It is confirmed that the independency between two streams is important for accurate speech recognition.

The results of the multistream speech recognizer which defines streams using type of features are more accurate than the
Table 2: Similarity indices of feature subsets between subset determined by proposed method and subset defined in conventional methods.

<table>
<thead>
<tr>
<th>Method</th>
<th>Similarity Index (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multiband</td>
<td>52.86</td>
</tr>
<tr>
<td>Multistream</td>
<td>77.14</td>
</tr>
</tbody>
</table>

results of the multiband speech recognizer. We consider that this difference of accuracy also due to the independency of each stream. In order to compare the conventional selection methods with the proposed method, we define similarity index $S$ of ensemble classifiers as follows:

$$S(X; Y) = \frac{N(X^1 \cap Y^1)}{N(X^1)},$$  (15)

where $N(X)$ denotes the number of elements in the set $X$ and $X^1$ is the subset of features associated with the first classifier.

Table 2 shows the similarity indices between the feature subset determined by the proposed method (Independent-2) and the subset defined in conventional methods.

The table shows that the multistream approach is more similar to the proposed method than the multiband approach. It is confirmed that the independency between two streams of the multistream speech recognizer is higher than that of the multiband speech recognizer.

From the relation between the similarity indices and the word error rates, it is confirmed that the independent behavior of feature subsets is important for ensemble creation.

6. Conclusions

In this paper, we proposed a method to optimize feature streams based on the independency criterion in order to obtain accurate ensemble classifiers. We understood that the independency of two streams is guaranteed by maximizing the dependency between the components in each stream. Then, we searched the dependent components by aggregative clustering using the distance measure, which was defined using the summation of segmental correlations.

We confirmed that our method can reduce 30.9% of the word error when compared with the single classifier method and 3.2% of the word error when compared with the conventional multistream method. We also confirmed that similar splitting method results in higher accuracy. Therefore, independent behavior of feature subsets is important for ensemble creation.
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